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raudsters thrive in dis-
order and chaos. Where 
there is disruption, crim-

inals will wheedle their way in to 
take advantage of the confusion. 
A prime example is the recent col-
lapse of 178-year-old tour oper-
ator Thomas Cook and ensuing 
potential for business fraud. Just 
days after the firm failed, banks 
and other financial services pro-
viders were warning customers  
about scammers.

That was just one company col-
lapse. On October 31, the UK is 
set to leave the European Union, 
which means an almost 50-year 
multi-layered relationship would 
be unravelled. In this unravelling 
and the resulting confusion, fraud-
sters will look to prey on vulnera-
ble businesses.

“Initially, Brexit will present 
quite a threat. If we leave the EU, 
and even if we don’t, the uncer-
tainty that goes along with it puts 
us in uncharted territory,” says 
Marc McAuley, counter fraud 
services lead at the Chartered 
Institute of Public Finance and 
Accountancy (CIPFA). 

“We don't know what rules or reg-
ulations will be imposed on the UK 
public sector and UK business. But 
the rules will be certainly chang-
ing. And anytime there's uncer-
tainty or change it creates a threat 
for us and an opportunity for fraud-
sters to exploit our weaknesses, the 
ambiguity and uncertainty.”

Roy Waligora, head of inves-
tigations and corporate foren-
sics at KPMG, adds: “Brexit will 
affect us in many different ways. 
Overall though, it would be impru-
dent to assume some level of dis-
ruption, and potentially chaos,  
won’t happen.

“Fraudsters are very agile and 
that does, to our mind, create the 
opportunity and environment for 
fraud. Fraud in general in the UK is 
a sizeable problem and a challenge 
both for corporates to deal with 
and also law enforcement.”  

It is not, however, straightfor-
ward to pin down a concrete fig-
ure for the total value of business 
fraud in the UK, but it is clear fraud 
is a problem that is on the rise. The 
National Crime Agency (NCA) puts 
the total cost of fraud in England 
and Wales at £190 billion. The pri-
vate sector is impacted the most, 
losing around £140 billion, accord-
ing to the NCA’s estimates. The 
estimated cost to the public sector 

is around £49 billion, while indi-
viduals lose around £7 billion. 

Amid the Brexit confusion there 
are certain areas where fraudsters 
may seek to take advantage of busi-
nesses, according to KPMG. These 
areas concern changes to the legal 
and regulatory landscape, busi-
ness investment, tax and changes 
to the location of operations.

Many EU directives have been 
incorporated into UK law, but oth-
ers have not. CIPFA’s Mr McAuley 
says this uncertainty over which 
rules the UK will keep and which it 
will not will create a gap that crim-
inals can exploit.

“We’ve incorporated the 
EU’s General Data Protection 
Regulation into UK law, but there 

are other rules and regulations 
set by Europe that if all of a sud-
den we withdraw, what happens to 
those? Do we continue to abide by 
those rules or will business and the 
public sector deviate from them 
because they are no longer UK 
law? These are the areas that will 
create confusion and uncertainty. 
I believe there will be a spike in 
fraud intent,” he says.

Worryingly though, the first wave 
of fraudsters seeking to exploit 
loopholes and confusion over legal 
and regulatory changes are likely 
to be industry insiders, KPMG 
says. Businesses may misrepresent 
their levels of access rights, tax 
benefits or central grant funding 
to secure investment, or business 

restructuring leading to job losses 
may cause a rise in business fraud.

When it comes to cyber-fraud 
attacks, it is less relevant whether 
the UK is in or out of the EU. Cyber-
fraudsters operate on an interna-
tional level from diverse locations 
around the globe. Arbitrary geo-
graphical borders are an irrele-
vance to international fraudsters. 

“There's some assurance and 
confidence in our enforcement, 
but it’s the unknown – what the 
attack will look like – and the level 
and methodology of it, as well as 
whether or not we are ready to cope 
with it,” says Mr McAuley.

And here’s the rub: cross-border 
cyberattacks are increasingly dealt 
with by cross-border counter fraud 
teams working collaboratively 
around the world. There is a risk 
that Brexit could impact informa-
tion-sharing among law enforce-
ment agencies. Overseas arrest 
warrants could also be affected. 

One advantage to leaving the EU 
single market, however, could be 
a fall in the incidence of carou-
sel fraud, also known as missing 
trader fraud, in the UK. Carousel 
fraud is where criminals import 
goods VAT-free from other coun-
tries, then sell the goods to domes-
tic buyers, charging them VAT. 
The sellers subsequently disap-
pear without paying the tax to  
the government. 

It will not reduce this kind of 
fraud overall, but the VAT scam 
will be displaced to outside the 
UK. However, just as quickly as one 
tax fraud fades, another is likely to 
take its place.

A further opportunity for busi-
ness would be to embrace the 
upheaval of leaving the EU and 
use it as a chance to review all pol-
icies and procedures in the sup-
ply chain, knowing your business 
partners and other aspects of a 
business vulnerable to fraud.

It is unlikely fraud prevention 
will ever eradicate business fraud. 
And as new technologies bring 
us untold benefits, they also aid 
organised crime to devise new 
ways of defrauding businesses. 

Cybercrime is clearly set to grow, 
so governments and business 
leaders must co-operate to com-
bat increasingly complex frauds. 
Outside the tight-knit EU commu-
nity, it would be vital for the UK to 
ensure cross-border collaboration 
and international co-operation in 
the fight against rising fraud. It is, 
however, in all parties’ interests to 
work together.  

Risks rise as UK enters 
unchartered territory
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raudsters thrive in dis-
order and chaos. Where 
there is disruption, crim-

inals will wheedle their way in to 
take advantage of the confusion. 
A prime example is the recent col-
lapse of 178-year-old tour oper-
ator Thomas Cook and ensuing 
potential for business fraud. Just 
days after the firm failed, banks 
and other financial services pro-
viders were warning customers  
about scammers.

That was just one company col-
lapse. On October 31, the UK is 
set to leave the European Union, 
which means an almost 50-year 
multi-layered relationship would 
be unravelled. In this unravelling 
and the resulting confusion, fraud-
sters will look to prey on vulnera-
ble businesses.

“Initially, Brexit will present 
quite a threat. If we leave the EU, 
and even if we don’t, the uncer-
tainty that goes along with it puts 
us in uncharted territory,” says 
Marc McAuley, counter fraud 
services lead at the Chartered 
Institute of Public Finance and 
Accountancy (CIPFA). 

“We don't know what rules or reg-
ulations will be imposed on the UK 
public sector and UK business. But 
the rules will be certainly chang-
ing. And anytime there's uncer-
tainty or change it creates a threat 
for us and an opportunity for fraud-
sters to exploit our weaknesses, the 
ambiguity and uncertainty.”

Roy Waligora, head of inves-
tigations and corporate foren-
sics at KPMG, adds: “Brexit will 
affect us in many different ways. 
Overall though, it would be impru-
dent to assume some level of dis-
ruption, and potentially chaos,  
won’t happen.

“Fraudsters are very agile and 
that does, to our mind, create the 
opportunity and environment for 
fraud. Fraud in general in the UK is 
a sizeable problem and a challenge 
both for corporates to deal with 
and also law enforcement.”  

It is not, however, straightfor-
ward to pin down a concrete fig-
ure for the total value of business 
fraud in the UK, but it is clear fraud 
is a problem that is on the rise. The 
National Crime Agency (NCA) puts 
the total cost of fraud in England 
and Wales at £190 billion. The pri-
vate sector is impacted the most, 
losing around £140 billion, accord-
ing to the NCA’s estimates. The 
estimated cost to the public sector 

is around £49 billion, while indi-
viduals lose around £7 billion. 

Amid the Brexit confusion there 
are certain areas where fraudsters 
may seek to take advantage of busi-
nesses, according to KPMG. These 
areas concern changes to the legal 
and regulatory landscape, busi-
ness investment, tax and changes 
to the location of operations.

Many EU directives have been 
incorporated into UK law, but oth-
ers have not. CIPFA’s Mr McAuley 
says this uncertainty over which 
rules the UK will keep and which it 
will not will create a gap that crim-
inals can exploit.

“We’ve incorporated the 
EU’s General Data Protection 
Regulation into UK law, but there 

are other rules and regulations 
set by Europe that if all of a sud-
den we withdraw, what happens to 
those? Do we continue to abide by 
those rules or will business and the 
public sector deviate from them 
because they are no longer UK 
law? These are the areas that will 
create confusion and uncertainty. 
I believe there will be a spike in 
fraud intent,” he says.

Worryingly though, the first wave 
of fraudsters seeking to exploit 
loopholes and confusion over legal 
and regulatory changes are likely 
to be industry insiders, KPMG 
says. Businesses may misrepresent 
their levels of access rights, tax 
benefits or central grant funding 
to secure investment, or business 

restructuring leading to job losses 
may cause a rise in business fraud.

When it comes to cyber-fraud 
attacks, it is less relevant whether 
the UK is in or out of the EU. Cyber-
fraudsters operate on an interna-
tional level from diverse locations 
around the globe. Arbitrary geo-
graphical borders are an irrele-
vance to international fraudsters. 

“There's some assurance and 
confidence in our enforcement, 
but it’s the unknown – what the 
attack will look like – and the level 
and methodology of it, as well as 
whether or not we are ready to cope 
with it,” says Mr McAuley.

And here’s the rub: cross-border 
cyberattacks are increasingly dealt 
with by cross-border counter fraud 
teams working collaboratively 
around the world. There is a risk 
that Brexit could impact informa-
tion-sharing among law enforce-
ment agencies. Overseas arrest 
warrants could also be affected. 

One advantage to leaving the EU 
single market, however, could be 
a fall in the incidence of carou-
sel fraud, also known as missing 
trader fraud, in the UK. Carousel 
fraud is where criminals import 
goods VAT-free from other coun-
tries, then sell the goods to domes-
tic buyers, charging them VAT. 
The sellers subsequently disap-
pear without paying the tax to  
the government. 

It will not reduce this kind of 
fraud overall, but the VAT scam 
will be displaced to outside the 
UK. However, just as quickly as one 
tax fraud fades, another is likely to 
take its place.

A further opportunity for busi-
ness would be to embrace the 
upheaval of leaving the EU and 
use it as a chance to review all pol-
icies and procedures in the sup-
ply chain, knowing your business 
partners and other aspects of a 
business vulnerable to fraud.

It is unlikely fraud prevention 
will ever eradicate business fraud. 
And as new technologies bring 
us untold benefits, they also aid 
organised crime to devise new 
ways of defrauding businesses. 

Cybercrime is clearly set to grow, 
so governments and business 
leaders must co-operate to com-
bat increasingly complex frauds. 
Outside the tight-knit EU commu-
nity, it would be vital for the UK to 
ensure cross-border collaboration 
and international co-operation in 
the fight against rising fraud. It is, 
however, in all parties’ interests to 
work together.  
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n January, when Niraj Virji 
and his girlfriend were pre-
paring to buy their first 

home, the 27 year old noticed some-
thing was wrong. Despite always 
paying his bills on time, he was told 
his credit rating  was terrible.

“It was strange and I must admit 
I was quite shocked,” says Mr Virji, 
who works as a buyer for WHSmith. 
Over the following weeks, he grad-
ually understood he’d become the 
victim of an elaborate and complex 
case of identity theft and financial 
fraud, the repercussions of which 
would impact him for months. 

a seamless part of this digital life-
style. In some cases, they may have 
more of a propensity to try out new 
services on digital platforms, which 
can create a higher susceptibility 
to financial fraud unless proper 
checks have been conducted."

According to research recently 
published by Lloyds Banking 
Group, there was a near four-fold 
increase in the number of 18 to 
34 year olds being caught out by 
impersonation scams in the year 
to July, making that demographic, 
along with the over 55 year olds, the 
most at risk of being the target of 
financial fraud.

Millennials are more likely than 
their older peers to have grown up 
with mobile phones and the inter-
net, which means they tend to be 
more trusting of virtual services 
in entertainment, retail and trans-
port, but also banking. And anec-
dotal evidence suggests they’re 
less likely to check their bank state-
ments regularly if they don't get 
alerts on their smartphone.

“An increase in people living on 
their mobile phones and the expec-
tation that all the things you can 

do on them are safe, for example 
using social media, being able to 
spend money at the touch of a but-
ton and having access to any infor-
mation you want at any time, has 
unfortunately led to a rise in scams 
and fraud, as well as other serious 
crimes,” says Natasha Vernier, head 
of financial crime at Monzo bank.

“It is really important our younger 
customers are educated on the 
risks involved in making payments 
to people posing as investors on 
social media and more generally 
on the risks that come with trust-
ing everything found online or on 
mobile phones.” 

Impersonation scams usually 
involve somebody pretending to 

“When I understood the true 
extent of the damage, it was just 
awful,” he says. “The worst thing 
was that when I tried to explain 
myself, some of the banks and 
financial institutions just didn’t 
believe me. I felt like there was a 
black mark against my name for 
ages. I even had debt collectors 
calling me.”

Mr Virji’s experience is an extreme 
example of the potential risks asso-
ciated with impersonation scams, 
but less severe incidents of personal 
information theft are occurring 
daily. In an on-demand economy, 
where cash is swiftly becoming a 
relic of the past and e-payments the 
norm, it’s increasingly common for 
spenders, particularly millennials, 
to lose sight of where their money 
is going and, crucially, whether it’s 
reaching the intended recipient.

“Millennials are digital natives 
who freely use digital channels and 
are happier [than other demograph-
ics] to share data," explains Richard 
Petley, UK head of tech giant 
Oracle. “Their use of apps is inte-
grated into their everyday lives and 
they expect financial services to be 

Growing up with digital tech has meant  
the millennial generation is more comfortable 
with sharing their data, but it has left them 
likely victims of financial fraud

I

Josie Cox

Though Mr Virji is still unsure 
how fraudsters managed to swipe 
his personal information, allowing 
them to change his home address 
with the Driver and Vehicle 
Licensing Agency as well as on 
the electoral register. They then 
took out two loans in his name, 
with a combined value of almost 
£20,000. They opened several 
bank accounts and maxed out a 
credit card. They even tried buying 
a BMW. Mr Virji was oblivious to 
all this because any related corre-
spondence was going to an address 
that wasn’t his.

Cifas

RISE IN THE NUMBER OF MONEY MULE ACCOUNTS BY AGE GROUP

Apps are integrated into their 
everyday lives and they expect 
financial services to be a seamless 
part of this digital lifestyle

be from law enforcement or a bank 
and asking the victim to transfer 
money into a supposedly safe bank 
account. But financial fraud is tak-
ing on many increasingly sophisti-
cated guises. The challenge to stay 
safe is becoming like a burdensome 
game of tag. 

An extensive report on the matter 
published by KPMG earlier this year 
found that banks across all regions 
of the world consider cybercrimes, 
notably hacks and data breaches, 
to be the greatest challenge in the 
field of fraud risk. The report also 
highlights that the pace of techno-
logical developments means con-
stant innovation is critical to safe-
guard defences.

“In the context of a changing 
global banking landscape, where 
the demand for face-to-face bank-
ing is decreasing, volumes of dig-
ital payments are increasing and 
payments are being processed 
in seconds, fraudsters are crea-
tively finding new ways to steal 
from banks and their customers,” 
according to Natalie Faulkner, 
KPMG’s global fraud lead. “Banks 
need to be agile to respond to 
new threats, and embrace new 
approaches and technologies to 
predict and prevent fraud.”

Appetite for new technologies 
to help combat this rise in cyber-
crime is something a whole spec-
trum of organisations, from large, 
established businesses to fledgling 

startups, is capitalising on. Several 
companies are exploring the use 
of biometrics and tokenisation to 
safeguard customers’ sensitive 
personal information, particularly 
among millennials.

In tokenisation, each transac-
tion is completed by generating a 
unique token which allows a cus-
tomer’s sensitive data to be stored 
remotely. NatWest, meanwhile, in 
early October announced it was 
launching a three-month trial of 
biometric fingerprint credit cards 
in partnership with Mastercard and 
the software company Gemalto. 
The bank says the credit cards 
would offer contactless payments 
using fingerprint verification for 
transactions up to £100. Previously, 
NatWest had launched a trial for 
transactions up to £30.

“This is the biggest development 
in card technology in recent years 
and not having to enter a PIN not 
only increases security, but also 
makes it easier for our customers 
when paying for goods or services,” 
says Georgina Bulkeley, director of 
strategy and innovation at NatWest. 

Bob Reany, executive vice pres-
ident for identity solutions at 
Mastercard, echoes this. “Feeling 
confident that your informa-
tion is protected is paramount,” 
he says. “Biometrics are more  
secure, more trusted and better 
suited to a world that requires more 
frequent authentication.” 

Though there is evidence 
that digital banking has made 
customers more susceptible to 
financial fraud, Monzo says its 
technology has actually made it 
easier to spot anything unusual 
and take swift action against 
any form of risk. 

The more than three million 
customers of the challenger 
bank get instant notifications 
the moment they pay for 
something, enabling them to 
spot an unauthorised use of 
their card immediately. They 
can then freeze their card 
instantly in the Monzo app. 

Natasha Vernier, Monzo’s 
head of financial crime, says 
that because of this technology 
her team has been able to spot 
signs of a data breach at other 
companies before these have 
even been made public. 

For example, the company 
alerted Ticketmaster in April 
last year when it detected high 
levels of suspicious activity in 
bank accounts used to make 

payments to the ticketing 
business. Ticketmaster later 
confirmed that a breach had 
occurred, affecting thousands 
of its customers. 

“When British Airways was 
affected by a similar data 
breach, we identified the 1,300 
Monzo customers who had 
been affected and ordered 
them replacement cards as a 
precaution,” says Ms Vernier. 

Monzo has also built a 
proprietary 3D Secure 
system which verifies online 
purchases in-app. 

“More generally, Monzo 
does not rely on passwords 
to access the app, but just on 
the customer's PIN to make 
payments, because passwords 
are inherently insecure. 
Who hasn’t used the same 
password twice?,” says Ms 
Vernier. “And we never contact 
our customers by SMS as this 
is easy to spoof and a route 
for a large amount of social 
engineering scams.”

Monzo

M I L L E N N I A L S

Digital natives are  
tempting targets  
for fraudsters
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Commercial feature

he payments ecosystem has 
been transformed with new 
technologies offering more 

choice to consumers who now demand 
faster, frictionless transactions. Most 
investment has focused on the front-
end of payments to increase the speed 
and frequency of transactions.

In comparison, historically there 
has been little to no investment in 
supporting the 2 per cent of trans-
actions that result in chargebacks, 
since the original chargeback plat-
form was developed in the mid-1970s. 
This is despite predictions from 
Chargebacks911 that so-called friendly 
fraud, whereby consumers seek to 
abuse the chargeback system to get a 
refund, will cost merchants upwards 
of $250 billion a year by 2020.

This lack of investment spiked a 
change in 2018 when Visa launched its 
Visa Claims Resolution programme. 
Now the conversation is changing 
and the industry is realising it can no 
longer write off the cost of charge-
backs for fear of upsetting their cus-
tomers, whether on the merchant or 
issuer’s side. 

Even with these new systems being put 
into place, chargeback growth in the UK 
is outpacing the growth of online trans-
actions threefold, fuelled by the fact that 
two out of five consumers who commit 
friendly fraud do it again within 60 days.

“The problem costs both issuers 
and merchants,” says Monica Eaton-
Cardone, chief operating officer at 
Chargebacks911, a chargeback man-
agement solution that helps online 

Intelligence is vital 
when dealing with 
‘friendly’ fraud
With “friendly” fraud growing rapidly, merchants should see 
chargebacks as an opportunity to improve the consumer experience

businesses and institutions minimise 
loss, mitigate risk, recover lost revenue 
and enhance the customer experience. 

“We’ve seen a 20 per cent growth in 
chargebacks year on year, with friendly 
fraud doubling. Yet only 18 per cent of 
claims are estimated to be disputed, 
since most merchants and acquirers 
don’t have the technology or resources 
to manage the costly disputes.

“The dispute process is still quite 
archaic. It takes a lot of time, it’s not 
codified, there’s a lack of intelligence 
and there are no standardised proce-
dures in place. Three quarters of banks 
we surveyed in Europe said their entire 
processing department for charge-
backs and disputes was manual. 

“There is no way you can scale this 
without some kind of intelligence and 
consistency. Consequently, consum-
ers are exploiting that gap. This is the 
Achilles’ heel in the mission of protecting 
consumers, scaling at the rate required 
to match the surge of online growth.”

While it’s crucial that merchants and 
acquirers are able to challenge charge-
backs in a cost-efficient and stream-
lined way, it’s important they see these 
claims as an opportunity to improve 
the consumer experience, rather 
seeing customers as the enemy. 

In a world of emerging payment 
methods, chargebacks are a huge dif-
ferentiator for card associations.  No 
other payment method offers such a 
mechanism for assurance.

Chargebacks911’s tools work exclu-
sively in the post-transaction environ-
ment, helping to increase the speed at 
which disputes and chargebacks can 
be shown to be valid or invalid. 

The company’s platform lev-
erages artificial intelligence and 
machine-learning to identify the 

source of the chargeback before sub-
mitting the evidence to the acquirer, 
card scheme or issuer. This intelli-
gence helps merchants retrieve lost 
earnings from friendly fraud, ensure 
consumers are given a fair solu-
tion and provides issuers with valu-
able feedback that improves future 
decision-making in this area. It’s a 
win-win-win.

“We also provide feedback to the 
fraud filter so you don’t run the risk of 
blacklisting every customer who files a 
chargeback,” says Ms Eaton-Cardone. 
“Not all chargebacks are equal.

“Because we’re enabling fair and bal-
anced decisions for everyone, we’re 
also able to help repair the relation-
ship between merchants and their cus-
tomers who’ll, hopefully, not only stop 
attempting friendly fraud, but also con-
tinue to do business with that company.

“Everything we do is data driven and 
we have invested a terrific amount in 
automating virtually every cycle of a 
payment dispute to improve quality 
and consistency across the board. We 
help foster a more digital environment 
so, instead of waiting for legacy sys-
tems that require a lot of manual work 
and lag 30 to 60 days before disputes 
are resolved, you can use intelligence 
right after that transaction settles. 

“We will continue to help revolu-
tionise and streamline the process, 
investing in intelligence that helps all 
counterparts in their unified mission 
to protect the consumer experience.”

For more information please visit 
chargebacks911.com
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Chargebacks911 predicts friendly 
fraud will cost merchants upwards 
of $250 billion per year by 2020

of chargebacks are estimated 
to be disputed, since many 
merchants and acquirers don’t 
have the technology or resources 
to manage the costly disputes
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fraud do it again within 60 days
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n January, when Niraj Virji 
and his girlfriend were pre-
paring to buy their first 

home, the 27 year old noticed some-
thing was wrong. Despite always 
paying his bills on time, he was told 
his credit rating  was terrible.

“It was strange and I must admit 
I was quite shocked,” says Mr Virji, 
who works as a buyer for WHSmith. 
Over the following weeks, he grad-
ually understood he’d become the 
victim of an elaborate and complex 
case of identity theft and financial 
fraud, the repercussions of which 
would impact him for months. 

a seamless part of this digital life-
style. In some cases, they may have 
more of a propensity to try out new 
services on digital platforms, which 
can create a higher susceptibility 
to financial fraud unless proper 
checks have been conducted."

According to research recently 
published by Lloyds Banking 
Group, there was a near four-fold 
increase in the number of 18 to 
34 year olds being caught out by 
impersonation scams in the year 
to July, making that demographic, 
along with the over 55 year olds, the 
most at risk of being the target of 
financial fraud.

Millennials are more likely than 
their older peers to have grown up 
with mobile phones and the inter-
net, which means they tend to be 
more trusting of virtual services 
in entertainment, retail and trans-
port, but also banking. And anec-
dotal evidence suggests they’re 
less likely to check their bank state-
ments regularly if they don't get 
alerts on their smartphone.

“An increase in people living on 
their mobile phones and the expec-
tation that all the things you can 

do on them are safe, for example 
using social media, being able to 
spend money at the touch of a but-
ton and having access to any infor-
mation you want at any time, has 
unfortunately led to a rise in scams 
and fraud, as well as other serious 
crimes,” says Natasha Vernier, head 
of financial crime at Monzo bank.

“It is really important our younger 
customers are educated on the 
risks involved in making payments 
to people posing as investors on 
social media and more generally 
on the risks that come with trust-
ing everything found online or on 
mobile phones.” 

Impersonation scams usually 
involve somebody pretending to 

“When I understood the true 
extent of the damage, it was just 
awful,” he says. “The worst thing 
was that when I tried to explain 
myself, some of the banks and 
financial institutions just didn’t 
believe me. I felt like there was a 
black mark against my name for 
ages. I even had debt collectors 
calling me.”

Mr Virji’s experience is an extreme 
example of the potential risks asso-
ciated with impersonation scams, 
but less severe incidents of personal 
information theft are occurring 
daily. In an on-demand economy, 
where cash is swiftly becoming a 
relic of the past and e-payments the 
norm, it’s increasingly common for 
spenders, particularly millennials, 
to lose sight of where their money 
is going and, crucially, whether it’s 
reaching the intended recipient.

“Millennials are digital natives 
who freely use digital channels and 
are happier [than other demograph-
ics] to share data," explains Richard 
Petley, UK head of tech giant 
Oracle. “Their use of apps is inte-
grated into their everyday lives and 
they expect financial services to be 

Growing up with digital tech has meant  
the millennial generation is more comfortable 
with sharing their data, but it has left them 
likely victims of financial fraud

I

Josie Cox

Though Mr Virji is still unsure 
how fraudsters managed to swipe 
his personal information, allowing 
them to change his home address 
with the Driver and Vehicle 
Licensing Agency as well as on 
the electoral register. They then 
took out two loans in his name, 
with a combined value of almost 
£20,000. They opened several 
bank accounts and maxed out a 
credit card. They even tried buying 
a BMW. Mr Virji was oblivious to 
all this because any related corre-
spondence was going to an address 
that wasn’t his.

Cifas

RISE IN THE NUMBER OF MONEY MULE ACCOUNTS BY AGE GROUP

Apps are integrated into their 
everyday lives and they expect 
financial services to be a seamless 
part of this digital lifestyle

be from law enforcement or a bank 
and asking the victim to transfer 
money into a supposedly safe bank 
account. But financial fraud is tak-
ing on many increasingly sophisti-
cated guises. The challenge to stay 
safe is becoming like a burdensome 
game of tag. 

An extensive report on the matter 
published by KPMG earlier this year 
found that banks across all regions 
of the world consider cybercrimes, 
notably hacks and data breaches, 
to be the greatest challenge in the 
field of fraud risk. The report also 
highlights that the pace of techno-
logical developments means con-
stant innovation is critical to safe-
guard defences.

“In the context of a changing 
global banking landscape, where 
the demand for face-to-face bank-
ing is decreasing, volumes of dig-
ital payments are increasing and 
payments are being processed 
in seconds, fraudsters are crea-
tively finding new ways to steal 
from banks and their customers,” 
according to Natalie Faulkner, 
KPMG’s global fraud lead. “Banks 
need to be agile to respond to 
new threats, and embrace new 
approaches and technologies to 
predict and prevent fraud.”

Appetite for new technologies 
to help combat this rise in cyber-
crime is something a whole spec-
trum of organisations, from large, 
established businesses to fledgling 

startups, is capitalising on. Several 
companies are exploring the use 
of biometrics and tokenisation to 
safeguard customers’ sensitive 
personal information, particularly 
among millennials.

In tokenisation, each transac-
tion is completed by generating a 
unique token which allows a cus-
tomer’s sensitive data to be stored 
remotely. NatWest, meanwhile, in 
early October announced it was 
launching a three-month trial of 
biometric fingerprint credit cards 
in partnership with Mastercard and 
the software company Gemalto. 
The bank says the credit cards 
would offer contactless payments 
using fingerprint verification for 
transactions up to £100. Previously, 
NatWest had launched a trial for 
transactions up to £30.

“This is the biggest development 
in card technology in recent years 
and not having to enter a PIN not 
only increases security, but also 
makes it easier for our customers 
when paying for goods or services,” 
says Georgina Bulkeley, director of 
strategy and innovation at NatWest. 

Bob Reany, executive vice pres-
ident for identity solutions at 
Mastercard, echoes this. “Feeling 
confident that your informa-
tion is protected is paramount,” 
he says. “Biometrics are more  
secure, more trusted and better 
suited to a world that requires more 
frequent authentication.” 

Though there is evidence 
that digital banking has made 
customers more susceptible to 
financial fraud, Monzo says its 
technology has actually made it 
easier to spot anything unusual 
and take swift action against 
any form of risk. 

The more than three million 
customers of the challenger 
bank get instant notifications 
the moment they pay for 
something, enabling them to 
spot an unauthorised use of 
their card immediately. They 
can then freeze their card 
instantly in the Monzo app. 

Natasha Vernier, Monzo’s 
head of financial crime, says 
that because of this technology 
her team has been able to spot 
signs of a data breach at other 
companies before these have 
even been made public. 

For example, the company 
alerted Ticketmaster in April 
last year when it detected high 
levels of suspicious activity in 
bank accounts used to make 

payments to the ticketing 
business. Ticketmaster later 
confirmed that a breach had 
occurred, affecting thousands 
of its customers. 

“When British Airways was 
affected by a similar data 
breach, we identified the 1,300 
Monzo customers who had 
been affected and ordered 
them replacement cards as a 
precaution,” says Ms Vernier. 

Monzo has also built a 
proprietary 3D Secure 
system which verifies online 
purchases in-app. 

“More generally, Monzo 
does not rely on passwords 
to access the app, but just on 
the customer's PIN to make 
payments, because passwords 
are inherently insecure. 
Who hasn’t used the same 
password twice?,” says Ms 
Vernier. “And we never contact 
our customers by SMS as this 
is easy to spoof and a route 
for a large amount of social 
engineering scams.”

Monzo

M I L L E N N I A L S

Digital natives are  
tempting targets  
for fraudsters
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Commercial feature

he payments ecosystem has 
been transformed with new 
technologies offering more 

choice to consumers who now demand 
faster, frictionless transactions. Most 
investment has focused on the front-
end of payments to increase the speed 
and frequency of transactions.

In comparison, historically there 
has been little to no investment in 
supporting the 2 per cent of trans-
actions that result in chargebacks, 
since the original chargeback plat-
form was developed in the mid-1970s. 
This is despite predictions from 
Chargebacks911 that so-called friendly 
fraud, whereby consumers seek to 
abuse the chargeback system to get a 
refund, will cost merchants upwards 
of $250 billion a year by 2020.

This lack of investment spiked a 
change in 2018 when Visa launched its 
Visa Claims Resolution programme. 
Now the conversation is changing 
and the industry is realising it can no 
longer write off the cost of charge-
backs for fear of upsetting their cus-
tomers, whether on the merchant or 
issuer’s side. 

Even with these new systems being put 
into place, chargeback growth in the UK 
is outpacing the growth of online trans-
actions threefold, fuelled by the fact that 
two out of five consumers who commit 
friendly fraud do it again within 60 days.

“The problem costs both issuers 
and merchants,” says Monica Eaton-
Cardone, chief operating officer at 
Chargebacks911, a chargeback man-
agement solution that helps online 

Intelligence is vital 
when dealing with 
‘friendly’ fraud
With “friendly” fraud growing rapidly, merchants should see 
chargebacks as an opportunity to improve the consumer experience

businesses and institutions minimise 
loss, mitigate risk, recover lost revenue 
and enhance the customer experience. 

“We’ve seen a 20 per cent growth in 
chargebacks year on year, with friendly 
fraud doubling. Yet only 18 per cent of 
claims are estimated to be disputed, 
since most merchants and acquirers 
don’t have the technology or resources 
to manage the costly disputes.

“The dispute process is still quite 
archaic. It takes a lot of time, it’s not 
codified, there’s a lack of intelligence 
and there are no standardised proce-
dures in place. Three quarters of banks 
we surveyed in Europe said their entire 
processing department for charge-
backs and disputes was manual. 

“There is no way you can scale this 
without some kind of intelligence and 
consistency. Consequently, consum-
ers are exploiting that gap. This is the 
Achilles’ heel in the mission of protecting 
consumers, scaling at the rate required 
to match the surge of online growth.”

While it’s crucial that merchants and 
acquirers are able to challenge charge-
backs in a cost-efficient and stream-
lined way, it’s important they see these 
claims as an opportunity to improve 
the consumer experience, rather 
seeing customers as the enemy. 

In a world of emerging payment 
methods, chargebacks are a huge dif-
ferentiator for card associations.  No 
other payment method offers such a 
mechanism for assurance.

Chargebacks911’s tools work exclu-
sively in the post-transaction environ-
ment, helping to increase the speed at 
which disputes and chargebacks can 
be shown to be valid or invalid. 

The company’s platform lev-
erages artificial intelligence and 
machine-learning to identify the 

source of the chargeback before sub-
mitting the evidence to the acquirer, 
card scheme or issuer. This intelli-
gence helps merchants retrieve lost 
earnings from friendly fraud, ensure 
consumers are given a fair solu-
tion and provides issuers with valu-
able feedback that improves future 
decision-making in this area. It’s a 
win-win-win.

“We also provide feedback to the 
fraud filter so you don’t run the risk of 
blacklisting every customer who files a 
chargeback,” says Ms Eaton-Cardone. 
“Not all chargebacks are equal.

“Because we’re enabling fair and bal-
anced decisions for everyone, we’re 
also able to help repair the relation-
ship between merchants and their cus-
tomers who’ll, hopefully, not only stop 
attempting friendly fraud, but also con-
tinue to do business with that company.

“Everything we do is data driven and 
we have invested a terrific amount in 
automating virtually every cycle of a 
payment dispute to improve quality 
and consistency across the board. We 
help foster a more digital environment 
so, instead of waiting for legacy sys-
tems that require a lot of manual work 
and lag 30 to 60 days before disputes 
are resolved, you can use intelligence 
right after that transaction settles. 

“We will continue to help revolu-
tionise and streamline the process, 
investing in intelligence that helps all 
counterparts in their unified mission 
to protect the consumer experience.”

For more information please visit 
chargebacks911.com
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Chargebacks911 predicts friendly 
fraud will cost merchants upwards 
of $250 billion per year by 2020

of chargebacks are estimated 
to be disputed, since many 
merchants and acquirers don’t 
have the technology or resources 
to manage the costly disputes
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Artificial intelligence (AI) can help retailers 
rapidly identify and prevent ecommerce fraud, 
but human oversight is still essential

a good or bad decision is inconsist-
ent, “then the machine will start 
to learn things which a human 
would quite clearly understand 
are not correct”.

This could, for example, result in 
AI that becomes more conservative 
as time goes on. “For instance, each 
time a fraudulent order is shipped 
and comes back as a chargeback, 
the machine learns not to ship sim-
ilar orders,” says Mr Whitehead. 
“Eventually, the machine ratchets 
down the number of orders a mer-
chant is shipping and invariably 
some of the declined orders were 
actually legitimate.”

Criminals will always look to cir-
cumvent the ecommerce fraud pre-
vention systems that merchants put 
in place and some are already using 
AI for just this purpose. It’s there-
fore essential that online retailers 
employ multiple methods of ecom-
merce fraud prevention and layers of 
control, says Jackie Barwell, direc-
tor of fraud product management at 
ACI Worldwide. 

Positive profiling, for instance, 
builds a comprehensive picture of 
customers at the individual level 
through behavioural data, exter-
nally confirmed fraud intelligence 
and a wide range of customer iden-
tifiers. “Rather than the traditional 
route of screening each transaction, 
this focuses fraud screening on the 
person behind that transaction,” Ms 
Barwell explains. 

She adds that the technique is 
especially useful for new ecom-
merce methods such as click and 
collect, “where there is not as much 
time available to conduct post-trans-
action, real-time analysis”. 

Other new ecommerce services 
will no doubt arrive in the future 
and fraudsters will inevitably seek 
to exploit them. But as long as online 
retailers have AI in their armoury, 
they should manage to stay ahead 
of cybercriminals looking to profit 
from one of modern life’s greatest 
gifts, the option to shop from the 
comfort of your home. 

those where the card and cardholder 
are physically present. In fact, a 
study by LexisNexis Risk Solutions 
found that fraud via remote chan-
nels, such as online and mobile, is 
up to seven times harder to prevent 
than fraud in person. 

So if an online retailer’s ecom-
merce fraud prevention system 
isn’t up to scratch, it can cost them 
dearly. Indeed, Juniper Research 
predicts that CNP fraud could cost 
online retailers more than £58 bil-
lion over the next few years.

The tools and techniques criminals 
use to carry out chargeback fraud, 
where the consumer makes an online 
purchase with their own credit card 
and requests a chargeback from 

hanks to the internet, we 
no longer need to go to the 
shops; instead, the shops 

come to us. In a few clicks you can 
order everything from the latest dig-
ital gadgets to dog food, from the 
comfort of your sofa. And same-
day delivery options mean you can 
receive items faster than ever. 

But the speedy online transactions 
and one-click purchasing systems 
that underpin the ecommerce sector 
don’t just make life easier for con-
sumers; they make things easier for 
fraudsters too.

Successful ecommerce retailers 
receive thousands of orders a day, 
and these card-not-present (CNP) 
purchases are harder to verify than 
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Duncan Jeffries

What’s more, they can find cases of 
fraud that no human is likely to spot. 

“By deploying constantly learn-
ing machines that use the data 
from many thousands of mer-
chants around the world, retail-
ers have the sort of broad vision 
necessary to spot fraud and orders 
that are far out of the norm,” says 
Ed Whitehead, managing director, 
Europe, Middle East and Africa, at 
Signifyd, a fraud protection com-
pany that detects fraud and reim-
burses merchants for fraudulent 
chargebacks on approved orders.

When AI recognises an out-
lier order, it can either automati-
cally block it or refer it to a human 
expert for review. “The best way to 
use AI is to use it to solve the simple 
cases,” says Paul Weathersby, senior 
director of product management at 
LexisNexis Risk Solutions UK. 

“A person is better at making 
decisions, so you could use the 
machine for cases which are fairly 
easy to process and improve the 
customer experience, and then 
pull out the exceptions that some-
one needs to look at.”

Mr Whitehead agrees that a 
degree of human oversight is a key 
part of effective AI-based ecom-
merce fraud prevention. “There 
are certain tasks that machines 
are good at, those requiring speed 
and scale, and there are tasks that 
humans are good at, those requir-
ing intuition and experience,” he 
says. “Combining the two creates a 
powerful shield to fraud while also 
recognising legitimate orders that 
might include some red flags.”

Data feeding into an unsuper-
vised machine-learning model 
also needs to be properly mon-
itored. Otherwise, says Mr 
Weathersby: “The vast amounts of 
data an unsupervised model works 
through can produce rules that 
don't make sense based on data 
which is quite hard to locate.”

He adds that if the method for 
supplying a machine-learning tool 
with feedback on what constitutes 

Identifying and 
tackling online 
fraud with AI

their bank after receiving the item, 
or take over online accounts are  
constantly changing and increas-
ingly sophisticated. 

“Traditional approaches to fight-
ing fraud, such as rules engines and 
scoring, are too fixed to adapt to this 
shape-shifting nature of fraud,” says 
Eido Gal, co-founder and chief exec-
utive of Riskified, which provides 
an ecommerce fraud prevention 
solution and chargeback protection  
service for high-volume and enter-
prise merchants.

Mr Gal claims AI solutions 
that learn from each transaction 
and improve their accuracy are 
much more effective than these  
legacy methods of ecommerce  
fraud prevention. 

“Fraudsters take many different 
approaches to appear as a legitimate 
cardholder,” he says. “They may 
use a proxy, spoof a device or take 
over a cardholder’s retail account. A 
well-designed AI solution examines 
the links across these datapoints, 
compares them with historic orders 
and instantly determines when 
something is wrong.”

AI and machine-learning tools look 
at hundreds of datapoints across bil-
lions of transactions to identify pat-
terns that might constitute fraud. 

[With AI] retailers have the sort 
of broad vision necessary to 
spot fraud and orders that are 
far out of the norm

INTERNET/ECOMMERCE FRAUD LOSSES

Losses on UK-issued cards (£m)  

UK Finance 2019
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Commercial feature

apid advancements in tech-
nology in recent years have 
given businesses far greater 

mobility, accessibility and intercon-
nectivity. Though this has provided 
enormous value, it has also meant 
more users have the capability to 
commit harmful behaviour, fraudulent 
or otherwise. The growing popularity 
of remote working has compounded 
this risk further by enabling users to 
commit malicious activity from wher-
ever they are in the world. 

Organisations are no longer just 
bricks and mortar. Contracting and 
outsourcing are also on the rise as 
companies are trying to keep pace in 
a more competitive space, leading to 
less human oversight and an environ-
ment where insider fraud can become 
more prevalent and difficult to detect. 
Assets come and go every day, meaning 

they can no longer rely on perimeter 
security. They need complete visibility 
both on and off the corporate network.

The 2019 Insider Threat Intelligence 
Report, which collects data from Dtex 
Systems’ risk assessment findings over 
the previous year, found some form 
of undetected insider threat in every 
assessment, including high-risk data 
transfers via USB or cloud and employ-
ees using personal webmail. Users 
were found to be bypassing security in 
95 per cent of assessments and in 98 
per cent of assessments Dtex found 
proprietary company data that was 
publicly accessible on the web.

According to the 2018 Cost of Insider 
Threats Report, insider threats cost 
businesses an average of $8 million 
an incident. Yet until a few years ago, 
users accessing data within an organ-
isation almost entirely evaded the 
attention of security teams. Today 
insider fraud is increasingly preva-
lent and companies struggle to even 
detect it in the first place.

“All businesses, no matter the 
industry, are at risk of malicious 
insiders,” says Armaan Mahbod, man-
ager of insider threat and cyberse-
curity investigation at Dtex Systems. 
“These malicious actors can come 
from any role, not just pre-deter-
mined groups of ‘high-risk’ job titles. 
Therefore, a continuous audit trail of 
all users, devices and applications 
within an organisation is critical to 
catch warning signs and conduct 
effective investigations. 

“Organisations are often too late and 
tracks have already been covered. In a 
recent phishing attack on an Australian 
university, for example, they didn’t have 
the audit trail to effectively investigate 
after the incident, which severely ham-
pered their recovery and response.”

Companies typically have some form 
of fraud controls in place, includ-
ing thresholds and limits, to identify 
specific transactions. However, many 
offenders are high-level executives, 
managers or otherwise, who are fully 
aware of the limits and go below the 
thresholds to avoid detection from 
suspect transactions. They may steal 
smaller quantities of data or money 
over a long period, resulting in the larg-
est cumulative value stolen.

Most commonly, the individuals that 
are committing malicious insider activ-
ity are people in positions of trust, who 
already have some level of authorised 
access to critical systems. This is why it is 
so important to understand the insider 
threat kill chain, says Mr Mahbod.

“Methods for intrusion and exfiltra-
tion are constantly evolving, but it is 

nearly universal that malicious insid-
ers will attempt to cover their tracks, 
or circumvent security tools or alert-
ing thresholds,” he adds. “We consist-
ently find that investment in detect-
ing these early stages of the kill chain, 
like covering tracks or security bypass, 
gives organisations the best return 
and results. Just as one example, Dtex 
caught data theft by a foreign national 
at one of our customers, AMP, due to the 
culprit’s attempts to circumvent com-
pany security.”

There are two factors that make 
insiders a greater fraud threat than 
outside attackers. Their malicious 
attacks are not premeditated and 
they rarely act immediately after being 
brought into an organisation. Instead, 
they slowly accumulate insights on all 
the traps set in place. Secondly, inside 
attackers generally have some level of 
authorised access, either in their cur-
rent role or a previous role within the 
same company.

Malicious insiders, who are responsi-
ble for 22 per cent of all insider threats, 
primarily use permitted applications to 
evade detection, including uploading 
data to online file-sharing sites sanc-
tioned for business use, utilising per-
sonal webmail accounts that aren’t 
monitored and unblocked data-dump-
ing websites. 

In Dtex’s report, 95 per cent of 
assessments also identified employees 
using anonymous and private brows-
ing, which was an increase from 60 per 
cent the year before. When there is no 
malicious intent, threats can be even 
more difficult to detect, as is the case 
with the 68 per cent of insider threats 
that are purely down to negligent users 
causing accidental harm. This makes 
the visibility of user behaviour across 
the entire organisation crucial. 

“Organisations cannot defend against 
attacks that they cannot see,” says Mr 
Mahbod. “Also, placing monitors on 
critical systems is not enough because 
it only gives you less than half the full 
story. When a malicious insider steals 
data from a critical system, transfer-
ring the data to their own device, what 
did they do next? With greater visibility 
comes greater certainty, which trans-
lates to more efficient investigations.

“On the flip side, when you don’t have 
visibility across an organisation and 
look at a specific device or IP address 
for security incidents, you run the risk 
of creating too many false positives 
because your solution does not have 
all the organisational domain context it 

needs to determine whether an activity 
is high risk. You need historical activ-
ity of the user, a comparison to their 
peers and the organisation to make a 
stronger determination.”

Dtex Systems provides the compre-
hensive end-point visibility that com-
panies need at scale to understand, 
in near real time, any abnormal user 
behaviours which have led to iden-
tification of fraudulent behaviour. 
Furthermore, Dtex’s data highlights the 
contextual information necessary to 
understand the bigger picture behind 
users’ malicious actions.

“Through this visibility and the eleva-
tion of anomalous behaviour, Dtex ena-
bles organisations to be ‘left of boom’, 
which means the organisation is build-
ing and running a security posture that 
gets out in front of the threat, allowing 
security teams to act before an inci-
dent, not just respond after the fact,” 
says Mr Mahbod. “By seeing the full kill 
chain of events, companies are able to 
identify suspicious behaviour prior to 
events actually harming the business. 
This allows organisations to be proac-
tive rather than reactive.”

For more information please visit 
dtexsystems.com

Companies seek visibility in 
fight against insider threats
With insider fraud threats continuing to grow in the digital age, organisations 
require a clear and accurate understanding of what users are doing and how they 
are interacting with data

R

of assessments found instances of 
high-risk data transfer via USB or 
cloud applications and employees 
accessing and using personal email 
accounts on corporate endpoints

100%
Organisations cannot defend 
against attacks that they cannot 
see... With greater visibility comes 
greater certainty, which translates 
to more efficient investigations

found customer proprietary 
information publicly accessible on 
the web

98%

found instances of employees 
engaging in flight risk behaviour

97%

found users actively attempting 
to circumvent corporate 
security policies

95%

saw the use of unsanctioned 
portable applications, which 
are increasingly being used to 
bypass security

74%
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Artificial intelligence (AI) can help retailers 
rapidly identify and prevent ecommerce fraud, 
but human oversight is still essential

a good or bad decision is inconsist-
ent, “then the machine will start 
to learn things which a human 
would quite clearly understand 
are not correct”.

This could, for example, result in 
AI that becomes more conservative 
as time goes on. “For instance, each 
time a fraudulent order is shipped 
and comes back as a chargeback, 
the machine learns not to ship sim-
ilar orders,” says Mr Whitehead. 
“Eventually, the machine ratchets 
down the number of orders a mer-
chant is shipping and invariably 
some of the declined orders were 
actually legitimate.”

Criminals will always look to cir-
cumvent the ecommerce fraud pre-
vention systems that merchants put 
in place and some are already using 
AI for just this purpose. It’s there-
fore essential that online retailers 
employ multiple methods of ecom-
merce fraud prevention and layers of 
control, says Jackie Barwell, direc-
tor of fraud product management at 
ACI Worldwide. 

Positive profiling, for instance, 
builds a comprehensive picture of 
customers at the individual level 
through behavioural data, exter-
nally confirmed fraud intelligence 
and a wide range of customer iden-
tifiers. “Rather than the traditional 
route of screening each transaction, 
this focuses fraud screening on the 
person behind that transaction,” Ms 
Barwell explains. 

She adds that the technique is 
especially useful for new ecom-
merce methods such as click and 
collect, “where there is not as much 
time available to conduct post-trans-
action, real-time analysis”. 

Other new ecommerce services 
will no doubt arrive in the future 
and fraudsters will inevitably seek 
to exploit them. But as long as online 
retailers have AI in their armoury, 
they should manage to stay ahead 
of cybercriminals looking to profit 
from one of modern life’s greatest 
gifts, the option to shop from the 
comfort of your home. 

those where the card and cardholder 
are physically present. In fact, a 
study by LexisNexis Risk Solutions 
found that fraud via remote chan-
nels, such as online and mobile, is 
up to seven times harder to prevent 
than fraud in person. 

So if an online retailer’s ecom-
merce fraud prevention system 
isn’t up to scratch, it can cost them 
dearly. Indeed, Juniper Research 
predicts that CNP fraud could cost 
online retailers more than £58 bil-
lion over the next few years.

The tools and techniques criminals 
use to carry out chargeback fraud, 
where the consumer makes an online 
purchase with their own credit card 
and requests a chargeback from 

hanks to the internet, we 
no longer need to go to the 
shops; instead, the shops 

come to us. In a few clicks you can 
order everything from the latest dig-
ital gadgets to dog food, from the 
comfort of your sofa. And same-
day delivery options mean you can 
receive items faster than ever. 

But the speedy online transactions 
and one-click purchasing systems 
that underpin the ecommerce sector 
don’t just make life easier for con-
sumers; they make things easier for 
fraudsters too.

Successful ecommerce retailers 
receive thousands of orders a day, 
and these card-not-present (CNP) 
purchases are harder to verify than 
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What’s more, they can find cases of 
fraud that no human is likely to spot. 

“By deploying constantly learn-
ing machines that use the data 
from many thousands of mer-
chants around the world, retail-
ers have the sort of broad vision 
necessary to spot fraud and orders 
that are far out of the norm,” says 
Ed Whitehead, managing director, 
Europe, Middle East and Africa, at 
Signifyd, a fraud protection com-
pany that detects fraud and reim-
burses merchants for fraudulent 
chargebacks on approved orders.

When AI recognises an out-
lier order, it can either automati-
cally block it or refer it to a human 
expert for review. “The best way to 
use AI is to use it to solve the simple 
cases,” says Paul Weathersby, senior 
director of product management at 
LexisNexis Risk Solutions UK. 

“A person is better at making 
decisions, so you could use the 
machine for cases which are fairly 
easy to process and improve the 
customer experience, and then 
pull out the exceptions that some-
one needs to look at.”

Mr Whitehead agrees that a 
degree of human oversight is a key 
part of effective AI-based ecom-
merce fraud prevention. “There 
are certain tasks that machines 
are good at, those requiring speed 
and scale, and there are tasks that 
humans are good at, those requir-
ing intuition and experience,” he 
says. “Combining the two creates a 
powerful shield to fraud while also 
recognising legitimate orders that 
might include some red flags.”

Data feeding into an unsuper-
vised machine-learning model 
also needs to be properly mon-
itored. Otherwise, says Mr 
Weathersby: “The vast amounts of 
data an unsupervised model works 
through can produce rules that 
don't make sense based on data 
which is quite hard to locate.”

He adds that if the method for 
supplying a machine-learning tool 
with feedback on what constitutes 

Identifying and 
tackling online 
fraud with AI

their bank after receiving the item, 
or take over online accounts are  
constantly changing and increas-
ingly sophisticated. 

“Traditional approaches to fight-
ing fraud, such as rules engines and 
scoring, are too fixed to adapt to this 
shape-shifting nature of fraud,” says 
Eido Gal, co-founder and chief exec-
utive of Riskified, which provides 
an ecommerce fraud prevention 
solution and chargeback protection  
service for high-volume and enter-
prise merchants.

Mr Gal claims AI solutions 
that learn from each transaction 
and improve their accuracy are 
much more effective than these  
legacy methods of ecommerce  
fraud prevention. 

“Fraudsters take many different 
approaches to appear as a legitimate 
cardholder,” he says. “They may 
use a proxy, spoof a device or take 
over a cardholder’s retail account. A 
well-designed AI solution examines 
the links across these datapoints, 
compares them with historic orders 
and instantly determines when 
something is wrong.”

AI and machine-learning tools look 
at hundreds of datapoints across bil-
lions of transactions to identify pat-
terns that might constitute fraud. 

[With AI] retailers have the sort 
of broad vision necessary to 
spot fraud and orders that are 
far out of the norm

INTERNET/ECOMMERCE FRAUD LOSSES

Losses on UK-issued cards (£m)  

UK Finance 2019
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Commercial feature

apid advancements in tech-
nology in recent years have 
given businesses far greater 

mobility, accessibility and intercon-
nectivity. Though this has provided 
enormous value, it has also meant 
more users have the capability to 
commit harmful behaviour, fraudulent 
or otherwise. The growing popularity 
of remote working has compounded 
this risk further by enabling users to 
commit malicious activity from wher-
ever they are in the world. 

Organisations are no longer just 
bricks and mortar. Contracting and 
outsourcing are also on the rise as 
companies are trying to keep pace in 
a more competitive space, leading to 
less human oversight and an environ-
ment where insider fraud can become 
more prevalent and difficult to detect. 
Assets come and go every day, meaning 

they can no longer rely on perimeter 
security. They need complete visibility 
both on and off the corporate network.

The 2019 Insider Threat Intelligence 
Report, which collects data from Dtex 
Systems’ risk assessment findings over 
the previous year, found some form 
of undetected insider threat in every 
assessment, including high-risk data 
transfers via USB or cloud and employ-
ees using personal webmail. Users 
were found to be bypassing security in 
95 per cent of assessments and in 98 
per cent of assessments Dtex found 
proprietary company data that was 
publicly accessible on the web.

According to the 2018 Cost of Insider 
Threats Report, insider threats cost 
businesses an average of $8 million 
an incident. Yet until a few years ago, 
users accessing data within an organ-
isation almost entirely evaded the 
attention of security teams. Today 
insider fraud is increasingly preva-
lent and companies struggle to even 
detect it in the first place.

“All businesses, no matter the 
industry, are at risk of malicious 
insiders,” says Armaan Mahbod, man-
ager of insider threat and cyberse-
curity investigation at Dtex Systems. 
“These malicious actors can come 
from any role, not just pre-deter-
mined groups of ‘high-risk’ job titles. 
Therefore, a continuous audit trail of 
all users, devices and applications 
within an organisation is critical to 
catch warning signs and conduct 
effective investigations. 

“Organisations are often too late and 
tracks have already been covered. In a 
recent phishing attack on an Australian 
university, for example, they didn’t have 
the audit trail to effectively investigate 
after the incident, which severely ham-
pered their recovery and response.”

Companies typically have some form 
of fraud controls in place, includ-
ing thresholds and limits, to identify 
specific transactions. However, many 
offenders are high-level executives, 
managers or otherwise, who are fully 
aware of the limits and go below the 
thresholds to avoid detection from 
suspect transactions. They may steal 
smaller quantities of data or money 
over a long period, resulting in the larg-
est cumulative value stolen.

Most commonly, the individuals that 
are committing malicious insider activ-
ity are people in positions of trust, who 
already have some level of authorised 
access to critical systems. This is why it is 
so important to understand the insider 
threat kill chain, says Mr Mahbod.

“Methods for intrusion and exfiltra-
tion are constantly evolving, but it is 

nearly universal that malicious insid-
ers will attempt to cover their tracks, 
or circumvent security tools or alert-
ing thresholds,” he adds. “We consist-
ently find that investment in detect-
ing these early stages of the kill chain, 
like covering tracks or security bypass, 
gives organisations the best return 
and results. Just as one example, Dtex 
caught data theft by a foreign national 
at one of our customers, AMP, due to the 
culprit’s attempts to circumvent com-
pany security.”

There are two factors that make 
insiders a greater fraud threat than 
outside attackers. Their malicious 
attacks are not premeditated and 
they rarely act immediately after being 
brought into an organisation. Instead, 
they slowly accumulate insights on all 
the traps set in place. Secondly, inside 
attackers generally have some level of 
authorised access, either in their cur-
rent role or a previous role within the 
same company.

Malicious insiders, who are responsi-
ble for 22 per cent of all insider threats, 
primarily use permitted applications to 
evade detection, including uploading 
data to online file-sharing sites sanc-
tioned for business use, utilising per-
sonal webmail accounts that aren’t 
monitored and unblocked data-dump-
ing websites. 

In Dtex’s report, 95 per cent of 
assessments also identified employees 
using anonymous and private brows-
ing, which was an increase from 60 per 
cent the year before. When there is no 
malicious intent, threats can be even 
more difficult to detect, as is the case 
with the 68 per cent of insider threats 
that are purely down to negligent users 
causing accidental harm. This makes 
the visibility of user behaviour across 
the entire organisation crucial. 

“Organisations cannot defend against 
attacks that they cannot see,” says Mr 
Mahbod. “Also, placing monitors on 
critical systems is not enough because 
it only gives you less than half the full 
story. When a malicious insider steals 
data from a critical system, transfer-
ring the data to their own device, what 
did they do next? With greater visibility 
comes greater certainty, which trans-
lates to more efficient investigations.

“On the flip side, when you don’t have 
visibility across an organisation and 
look at a specific device or IP address 
for security incidents, you run the risk 
of creating too many false positives 
because your solution does not have 
all the organisational domain context it 

needs to determine whether an activity 
is high risk. You need historical activ-
ity of the user, a comparison to their 
peers and the organisation to make a 
stronger determination.”

Dtex Systems provides the compre-
hensive end-point visibility that com-
panies need at scale to understand, 
in near real time, any abnormal user 
behaviours which have led to iden-
tification of fraudulent behaviour. 
Furthermore, Dtex’s data highlights the 
contextual information necessary to 
understand the bigger picture behind 
users’ malicious actions.

“Through this visibility and the eleva-
tion of anomalous behaviour, Dtex ena-
bles organisations to be ‘left of boom’, 
which means the organisation is build-
ing and running a security posture that 
gets out in front of the threat, allowing 
security teams to act before an inci-
dent, not just respond after the fact,” 
says Mr Mahbod. “By seeing the full kill 
chain of events, companies are able to 
identify suspicious behaviour prior to 
events actually harming the business. 
This allows organisations to be proac-
tive rather than reactive.”

For more information please visit 
dtexsystems.com

Companies seek visibility in 
fight against insider threats
With insider fraud threats continuing to grow in the digital age, organisations 
require a clear and accurate understanding of what users are doing and how they 
are interacting with data

R

of assessments found instances of 
high-risk data transfer via USB or 
cloud applications and employees 
accessing and using personal email 
accounts on corporate endpoints

100%
Organisations cannot defend 
against attacks that they cannot 
see... With greater visibility comes 
greater certainty, which translates 
to more efficient investigations

found customer proprietary 
information publicly accessible on 
the web

98%

found instances of employees 
engaging in flight risk behaviour

97%

found users actively attempting 
to circumvent corporate 
security policies

95%

saw the use of unsanctioned 
portable applications, which 
are increasingly being used to 
bypass security

74%
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CYBERCRIME COSTS  
AROUND THE WORLD
Average annual cost of cyber attacks 
(in million US dollars)

USA

$27.4m

THE REAL COST  
OF CYBERCRIME
Cybercrime can impact an organisation’s reputation, customer base and ability to function, but the 
cost of poor cybersecurity is never clearer than when looking at the money companies stand to lose
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This is one of those phishing scams 
that you might think would never 
work, yet the evidence suggests it 
does. Call it “customer-authorised 
fraud” or simply “impersonation”, but 
getting a salary diverted into a fraud-
ulent account is easier than it sounds. 

“Generally they will make out that 
something has changed, trying to 
trigger a click and submission of bank 
details into a phishing version of a real 
payroll site that the hacker believes the 

HR or finance 
department salary 
switcheroo fraud

company is using," says Matt Aldridge, 
senior solutions architect at Webroot. 

With good intelligence about the 
payroll system in use, the social engi-
neer, or crook, can craft a believable 
email and clone a site with legitimate 
logos and a closely matching url. 

"In this way they can capture the real 
login details and divert the funds at a 
time of their choosing," Mr Aldridge 
warns. "These types of attacks can be 
very lucrative if well executed against 
a poorly trained and poorly protected 
human resources team.”

This is because fraudsters "recognise 
the value of attacking using multiple 

Verizon's 2019 Data Breach Investigations Report found C-level 
executives are 12 times more likely to be targeted by phishing 
scams than in previous years, with phishing involved in 33 per 
cent of data breaches last year. Here are five common phishing 
scams to guard against

Five phishing scams 
your business needs  
to know about 

1

2

5

Two-factor authentication (2FA) is 
kryptonite to cybercriminals, prevent-
ing many an otherwise dead-cert data 
breach by adding an additional layer of 
security into the user-credentials mix. 

"As 2FA is becoming more preva-
lent in enterprises, simple brute-forc-
ing, or sniffing, of passwords is not 
enough,” says Javvad Malik, security 
awareness advocate at KnowBe4. 

Phishing scams, often looking to 
steal sensitive data and penetrate net-
works for the long term, are sophis-
ticated and involve "multiple stages 
to take users to loading pages, which 
bypass any webpage filtering, and 
from there to the desired malicious 
page”, says Mr Malik.

The bad news is that it is becoming 
easier and easier for the cybercrimi-
nals to do this. "Recently on the dark 

If you thought deepfakes were 
just fake news videos designed to 
spread misinformation at elec-
tion time, you would be wrong. 
Deepfake audio, the computer-gen-
erated synthesis of a real voice that 
can be manipulated to say any-
thing, has arrived on the phishing 
scams radar. 

According to Dr Matthew Aylett, 
chief scientific officer at CereProc, 
this weaponisation of deepfake 
audio "has already cost businesses 
millions through sinister new tele-
phone fraud and scams”. 

Oh yes, remember that not all 
phishing is carried out by email; 
telephone phishing is a very  
real threat. 

"By using deepfake audio to repli-
cate a boss, manager or colleague’s 

Bypassing two-factor 
authentication

Deepfake audio-
phishing

How well do you know your suppli-
ers? You probably don't know their 
processes as well as the level of trust 
you invest in your dealings with them 
would suggest. 

"Supply chain trust works both 
ways," says Jake Moore, cybersecu-
rity specialist at ESET. “You are as 
strong as your weakest link, but when 
this link is offsite and embedded in 

Brand impersonation spear-phish-
ing attacks featuring cloud providers 
such as AWS and Microsoft Azure are 
becoming increasingly common. 

Steven Peake, pre-sales engineer 
at Barracuda Networks, says recent 
research by the company found 83 
per cent of spear-phishing attacks 
involved brand impersonation and 
40 per cent impersonated cloud pro-
viders. Analysis from FireEye also 
revealed attackers are getting ahead 
by using the cloud in phishing scams.

"Our most recent analysis showed 
how attackers are adapting their tac-
tics, techniques and targets to changes 
in security defences," Jens Monrad, 
head of intelligence, Europe, Middle 
East and Africa, at FireEye, explains. 

The research also found those most 
at risk were Microsoft users. “Sixty-
eight per cent of phishing attacks use 
Microsoft branding and are also using 
cloud services more frequently to tar-
get businesses,” says Mr Monrad. 
Microsoft and Office 365 phishing 
attacks increased by 12 per cent quar-
ter over quarter. 

The most common cloud-phish-
ing scam techniques included 
spoofed emails, evasions based on 
captcha (completely automated 

Supply chain trust 
‘ladder-climbing' fraud

Phishing in the cloud

another company, you won’t know a 
vulnerability exists in the first place." 
It is this that cybercriminals exploit in 
the supply chain trust ladder-climb-
ing fraud exploit. 

"They work their way up the supply 
chain to bigger, better targets, using 
compromised email accounts of sup-
pliers to exploit existing relationships,” 
explains Cath Goulding, Nominet's 
chief information security officer.

The clever part of these phishing 
attacks is they are really hard to spot as 
they originate from an already trusted 
source. "This can trick finance teams 
into paying false invoices or sharing 
shipping information with the wrong 
parties, which in the current General 
Data Protection Regulation world 
could lead to large fines for the busi-
ness,” Ms Goulding warns. 

Think you'd never fall for a phish-
ing scam that spoofs invoices from 
third parties with whom established 
relationships and payment history 
already exist? Think again. "Both 
Facebook and Google were duped in 
this way between 2013 and 2015, ulti-
mately to tune of $100 million,” says 
David Mount, European director  
at Cofense. 

However, tightening up financial 
controls makes it much harder for 
attacks against employees to succeed.

public Turing test to tell comput-
ers and humans apart), multiple urls 
to mask a malicious link and nest-
ed-phishing techniques, which use 
message attachments containing  
phishing urls.

"Knowing and learning from 
past incidents, as well as having 
insights into the ever-changing 
cyberthreat landscape, can help 
organisations better prepare, pri-
oritise and remediate the threat," 
Mr Monrad concludes. 

Davey Winder

3

4

P H I S H I N G

weakness points”, according to Omri 
Kletter, head of fraud, Europe, Middle 
East and Africa, at NICE Actimize. 

The challenge of detecting such 
attacks can be more difficult than in 
a retail environment, say, because 
the normal behaviour of a business 
is "often unpredictable and complex, 
and the beneficiaries multiple and 
international”, Mr Kletter points out.

Make sure the HR department know 
the fraud exists and "put in place a pro-
cess which carries out a check through 
an independent route to the individual 
concerned”, says Dr Guy Bunker, chief 
technology officer of Clearswift.

market, we have seen new phishing 
kits that allow for the intercepting 
or mirroring of 2FA requests," says 
James Houghton, chief executive at 
PhishingTackle. "The visitor to the 
website assumes this is safe when, 
in fact, there is a 'man in the middle' 
exploiting that layer of security." 

Think of these as the equivalent of 
a cashpoint-card skimming façade 
being attached to the front of a legit-
imate machine to capture your PIN. 

The fact that 2FA is increasingly 
understood to be “more secure” than 
a password alone, ironically makes 
this phishing scam easier to pull off 
as users are lulled into a false sense 
of security. 

"User awareness is one of the only 
defences against this," Mr Malik 
advises, "and so they should be on the 
lookout for text messages or emails 
claiming to be from a service provider 
with a link to enter 2FA credentials."

voice," says Dr Aylett, ”HR teams 
could be duped into sharing confi-
dential personal information and 
finance teams into handing over 
bank account details or transfer-
ring money to a third party." 

His concerns follow a Symantec 
warning that three chief executives 
were tricked by deepfake audio 
into transferring millions of dol-
lars. "Hackers replicate the voices 
of business pros in a position of 
power using AI-enabled speech 
synthesis technology and at pres-
ent there is no defence against 
telephone-phishing scams such as 
these,” Dr Aylett warns. 

"Employees must understand the 
red flags that might reveal they’re 
being targeted by deepfake audio," 
he advises. “They should ask them-
selves, ‘Does this person’s voice 
sound completely natural?’ If in 
doubt, hang up.”
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This is one of those phishing scams 
that you might think would never 
work, yet the evidence suggests it 
does. Call it “customer-authorised 
fraud” or simply “impersonation”, but 
getting a salary diverted into a fraud-
ulent account is easier than it sounds. 

“Generally they will make out that 
something has changed, trying to 
trigger a click and submission of bank 
details into a phishing version of a real 
payroll site that the hacker believes the 

HR or finance 
department salary 
switcheroo fraud

company is using," says Matt Aldridge, 
senior solutions architect at Webroot. 

With good intelligence about the 
payroll system in use, the social engi-
neer, or crook, can craft a believable 
email and clone a site with legitimate 
logos and a closely matching url. 

"In this way they can capture the real 
login details and divert the funds at a 
time of their choosing," Mr Aldridge 
warns. "These types of attacks can be 
very lucrative if well executed against 
a poorly trained and poorly protected 
human resources team.”

This is because fraudsters "recognise 
the value of attacking using multiple 

Verizon's 2019 Data Breach Investigations Report found C-level 
executives are 12 times more likely to be targeted by phishing 
scams than in previous years, with phishing involved in 33 per 
cent of data breaches last year. Here are five common phishing 
scams to guard against

Five phishing scams 
your business needs  
to know about 

1

2

5

Two-factor authentication (2FA) is 
kryptonite to cybercriminals, prevent-
ing many an otherwise dead-cert data 
breach by adding an additional layer of 
security into the user-credentials mix. 

"As 2FA is becoming more preva-
lent in enterprises, simple brute-forc-
ing, or sniffing, of passwords is not 
enough,” says Javvad Malik, security 
awareness advocate at KnowBe4. 

Phishing scams, often looking to 
steal sensitive data and penetrate net-
works for the long term, are sophis-
ticated and involve "multiple stages 
to take users to loading pages, which 
bypass any webpage filtering, and 
from there to the desired malicious 
page”, says Mr Malik.

The bad news is that it is becoming 
easier and easier for the cybercrimi-
nals to do this. "Recently on the dark 

If you thought deepfakes were 
just fake news videos designed to 
spread misinformation at elec-
tion time, you would be wrong. 
Deepfake audio, the computer-gen-
erated synthesis of a real voice that 
can be manipulated to say any-
thing, has arrived on the phishing 
scams radar. 

According to Dr Matthew Aylett, 
chief scientific officer at CereProc, 
this weaponisation of deepfake 
audio "has already cost businesses 
millions through sinister new tele-
phone fraud and scams”. 

Oh yes, remember that not all 
phishing is carried out by email; 
telephone phishing is a very  
real threat. 

"By using deepfake audio to repli-
cate a boss, manager or colleague’s 

Bypassing two-factor 
authentication

Deepfake audio-
phishing

How well do you know your suppli-
ers? You probably don't know their 
processes as well as the level of trust 
you invest in your dealings with them 
would suggest. 

"Supply chain trust works both 
ways," says Jake Moore, cybersecu-
rity specialist at ESET. “You are as 
strong as your weakest link, but when 
this link is offsite and embedded in 

Brand impersonation spear-phish-
ing attacks featuring cloud providers 
such as AWS and Microsoft Azure are 
becoming increasingly common. 

Steven Peake, pre-sales engineer 
at Barracuda Networks, says recent 
research by the company found 83 
per cent of spear-phishing attacks 
involved brand impersonation and 
40 per cent impersonated cloud pro-
viders. Analysis from FireEye also 
revealed attackers are getting ahead 
by using the cloud in phishing scams.

"Our most recent analysis showed 
how attackers are adapting their tac-
tics, techniques and targets to changes 
in security defences," Jens Monrad, 
head of intelligence, Europe, Middle 
East and Africa, at FireEye, explains. 

The research also found those most 
at risk were Microsoft users. “Sixty-
eight per cent of phishing attacks use 
Microsoft branding and are also using 
cloud services more frequently to tar-
get businesses,” says Mr Monrad. 
Microsoft and Office 365 phishing 
attacks increased by 12 per cent quar-
ter over quarter. 

The most common cloud-phish-
ing scam techniques included 
spoofed emails, evasions based on 
captcha (completely automated 

Supply chain trust 
‘ladder-climbing' fraud

Phishing in the cloud

another company, you won’t know a 
vulnerability exists in the first place." 
It is this that cybercriminals exploit in 
the supply chain trust ladder-climb-
ing fraud exploit. 

"They work their way up the supply 
chain to bigger, better targets, using 
compromised email accounts of sup-
pliers to exploit existing relationships,” 
explains Cath Goulding, Nominet's 
chief information security officer.

The clever part of these phishing 
attacks is they are really hard to spot as 
they originate from an already trusted 
source. "This can trick finance teams 
into paying false invoices or sharing 
shipping information with the wrong 
parties, which in the current General 
Data Protection Regulation world 
could lead to large fines for the busi-
ness,” Ms Goulding warns. 

Think you'd never fall for a phish-
ing scam that spoofs invoices from 
third parties with whom established 
relationships and payment history 
already exist? Think again. "Both 
Facebook and Google were duped in 
this way between 2013 and 2015, ulti-
mately to tune of $100 million,” says 
David Mount, European director  
at Cofense. 

However, tightening up financial 
controls makes it much harder for 
attacks against employees to succeed.

public Turing test to tell comput-
ers and humans apart), multiple urls 
to mask a malicious link and nest-
ed-phishing techniques, which use 
message attachments containing  
phishing urls.

"Knowing and learning from 
past incidents, as well as having 
insights into the ever-changing 
cyberthreat landscape, can help 
organisations better prepare, pri-
oritise and remediate the threat," 
Mr Monrad concludes. 

Davey Winder
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weakness points”, according to Omri 
Kletter, head of fraud, Europe, Middle 
East and Africa, at NICE Actimize. 

The challenge of detecting such 
attacks can be more difficult than in 
a retail environment, say, because 
the normal behaviour of a business 
is "often unpredictable and complex, 
and the beneficiaries multiple and 
international”, Mr Kletter points out.

Make sure the HR department know 
the fraud exists and "put in place a pro-
cess which carries out a check through 
an independent route to the individual 
concerned”, says Dr Guy Bunker, chief 
technology officer of Clearswift.

market, we have seen new phishing 
kits that allow for the intercepting 
or mirroring of 2FA requests," says 
James Houghton, chief executive at 
PhishingTackle. "The visitor to the 
website assumes this is safe when, 
in fact, there is a 'man in the middle' 
exploiting that layer of security." 

Think of these as the equivalent of 
a cashpoint-card skimming façade 
being attached to the front of a legit-
imate machine to capture your PIN. 

The fact that 2FA is increasingly 
understood to be “more secure” than 
a password alone, ironically makes 
this phishing scam easier to pull off 
as users are lulled into a false sense 
of security. 

"User awareness is one of the only 
defences against this," Mr Malik 
advises, "and so they should be on the 
lookout for text messages or emails 
claiming to be from a service provider 
with a link to enter 2FA credentials."

voice," says Dr Aylett, ”HR teams 
could be duped into sharing confi-
dential personal information and 
finance teams into handing over 
bank account details or transfer-
ring money to a third party." 

His concerns follow a Symantec 
warning that three chief executives 
were tricked by deepfake audio 
into transferring millions of dol-
lars. "Hackers replicate the voices 
of business pros in a position of 
power using AI-enabled speech 
synthesis technology and at pres-
ent there is no defence against 
telephone-phishing scams such as 
these,” Dr Aylett warns. 

"Employees must understand the 
red flags that might reveal they’re 
being targeted by deepfake audio," 
he advises. “They should ask them-
selves, ‘Does this person’s voice 
sound completely natural?’ If in 
doubt, hang up.”
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Commercial feature

alue needs to shift faster 
and real-time payments 
offer tangible benefits, 

ensuring the instant availability of 
emergency funds after a natural 
disaster, for example, or immedi-
ately confirming payments to release 
urgent medical supplies. 

As payments move faster secu-
rity is paramount. Criminals may 
seek to exploit the convenience of 
faster payments for fraud or money 
laundering purposes. And when a  
payment settles instantly, the opportu-
nity to recover funds is greatly reduced. 

Speed and safety, therefore, 
must evolve in parallel to maintain  
integrity and security of the pay-
ments system.

While media attention has focused 
on consumer fraud in the con-
text of real-time payments, banks 
are also collaborating to reduce 
the fraud risk across the global  
banking network.

Fighting back
“With real-time, cross-border pay-
ments, we need a new approach to 
fraud prevention that avoids and 
stops high-risk payments, rather than 
reporting after the fact,” says Tony 
Wicks, head of financial crime compli-
ance at payments co-operative SWIFT.

“The game has changed. 
Compliance teams need to make 
quick decisions, more so than ever 
before. It’s increasingly important 
to try and take human error out of 
the equation. Transaction behaviour 
involves multiple institutions and is 
becoming more complex. So I think 
there will be increasing demand for 
tools and services at network level.” 

SWIFT is driving community-wide 
solutions to enable fast and secure 
payments. Its Customer Security 
Programme (CSP) is at the heart, pre-
scribing a set of regularly updated 
mandatory controls to create con-
sistent security practices across its 
entire community. 

“All financial institutions must 
meet this set of standards using 
clearly defined controls,” says Brett 
Lancaster, managing director and 
global head of customer security at 
SWIFT, who oversees the CSP.  “All 
customers must attest their level of 
compliance every year. Failure to meet 
these controls means we report them 
to their local regulator.” 

Importantly, financial institutions 
can also access attestation data to 
assess counter party risk. The finan-
cial ecosystem is interlinked, so every-
body cares about the weakest link in 
the chain. 

Simultaneously evolving speed 
and security in payments
Economies are increasingly using real-time payments technology 
to meet the demands of a 24/7 tap-and-go lifestyle society 

V

With real-time, cross-
border payments, we 
need a new approach 
to fraud prevention 
that avoids and stops 
high-risk payments, 
rather than reporting 
after the fact

“Our customers are taking this seri-
ously,” says Mr Lancaster. “About 95 per 
cent have attested to their compliance 
to the CSP controls covering about 99.5 
per cent of all traffic across SWIFT.”

incompatible with the current think-
ing. So we need to change how we 
address these problems from a com-
pliance perspective. If we can get this 
right, and I think we are going in the 
right direction, then it’s the support-
ing fabric that will make a difference to 
instant payments, especially within the 
cross-border world.”

For more information please visit
www.swift.com

FRAUDSTERS ARE SEEKING TO EXPLOIT THE CONVENIENCE OF REAL-TIME PAYMENTS

SWIFT 2019

People, process and technology
The co-operative has developed 
technology-based solutions, such as 
the real-time application program-
ming interface, built into the global 
payments innovation (SWIFT gpi). 
Banks sending and receiving data 
over the SWIFT network can pre-
check the beneficiary account infor-
mation with the ultimate receiving 
bank. This minimises the risk of mis-
direction to other accounts. More 
broadly, the use of artificial intelli-
gence (AI) facilitates rapid scanning 
of very large datasets, helping to 
identify potential problems before 
they are processed. 

SWIFT recently launched Payment 
Controls, a new tool to prevent and 
detect fraud, which helps banks moni-
tor and protect their core payments, by 
flagging and responding to fast-mov-
ing, suspect transactions efficiently.

“The fact that you may have a pay-
ment refused because of fraud risk 
creates potential inconvenience for 
customers,” says Mr Wicks. “So we 
need to make the systems and pro-
cesses accurate and precise when 
detecting fraud. This means we can 
help minimise fraud risk, as well as 
the impact on legitimate transactions. 
We are using AI and other methods to 
improve outcomes for customers.

“In the world of compliance, people 
typically want to slow things down and 
take longer to make decisions. That’s 
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beneficiary accounts used 
in fraudulent transactions 
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Image manipulation has been a part of modern life for years, 
but when medical images are being manipulated, lives and 
livelihoods could be at stake

The darker side  
of retouching

“evidence”, fraud prevention is al-
most impossible.

Numerous kinds of medical fraud 
rely on images, for instance pic-
tures of injuries to show effects 
over time or photographs of acci-
dents. Timestamps and dates can 
be easily edited in image metada-
ta and switched GPS locations can 
also falsify claims.

Most medical fraud, however, may 
happen at the provider level. Resub-
mitting anonymous x-rays across 
multiple patient claims, knowing 
the images won’t be cross-refer-
enced, is a common allegation. 

Researchers at the University 
of Portsmouth estimate medical 
fraud to be about 6 per cent of glob-
al healthcare spending at around 
£420 billion.

Insurance industry veteran Dan 
Gumpright says technology used 
to reduce human processing time 
is part of the reason medical fraud 
is so prevalent. “They [fraudsters] 
believe it’s a victimless crime, 
even more so when there’s no per-
son on the other end of the line,” 
he says. “A lot of insurance compa-
nies now process claims through a 
chatbot, email or a website; it’s a 
lot easier psychologically.”

But Mr Gumpright points out that 
it’s not a victimless crime. “If peo-
ple are committing fraud against 
insurance companies, it raises 
everyone’s premium,” he says. “In-
surance companies are not eating 
the loss.”

If fraudulent science is published 
in the biomedical field, ultimately 
patients can be harmed either from 
wasted time trying in vain to build 
upon false results or developing in-
appropriate therapies. If medical 
fraud in the insurance industry ris-
es, so too do premiums and barriers 
to access for wider populations. 

Though the incentives for mis-
conduct in science and medical 
fraud differ – one for career pro-
gression, the other for financial 
gain – the ‘loser’ in both cases is 
the same. While we await tools to 
automate our human adeptness  
at spotting irregularities, the 
health and wealth of society re-
mains at stake.   

mage-editing technology 
enables manipulation of 
all kinds. There are apps 

to brighten skin and remove blem-
ishes or, more worryingly, tech to 
make deepfake videos, convinc-
ingly substituting Jack Nicholson 
for Jim Carrey in a doctored film 
clip. For some industries, this tech-
nology can be a welcome innova-
tion, but not for the health sector, 
where science and medical fraud is 
on the rise. 

So what is the best option for 
fraud prevention? Currently, 
it’s our pattern-finding, anom-
aly-spotting human brain, and 
lots of time. And, unfortunately 
for those impacted by science and 
medical fraud, artificial intelli-
gence is not yet able to replace our 
human knack.

Elisabeth Bik, independent sci-
ence consultant and former micro-
biology researcher at Stanford Uni-
versity, is a self-appointed sleuth 
of misconduct in science. She 
monitors published biomedical 
papers looking for suspected ma-
nipulated images, reviews them in 
the PubPeer blog and, when she is 
sure there is evidence of foul play,  
reports her findings to the  
journals concerned. 

“I’m really frustrated; with all the 
cases I’ve submitted, few of them 
have actually been addressed,” 
says Dr Bik. In 2016, she published 
research detailing 20,000 papers 
she investigated, 4 per cent of 
which she claims contained doc-
tored images. Some of these 800 
papers are still being investigated 
three years later. 
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Dr Bik accuses journal editors of 
being notoriously slow or resistant 
to investigate allegations of mis-
conduct in science because of the 
time and effort required to correct 
or retract the research. She also 
posts her findings on Twitter, to 
drum up public outrage and prompt 
journals to act. “I feel once the evi-
dence is out there, they have to in-
vestigate,” she insists. 

There is currently no effective auto-
mated system to spot manipulations, 
so journals cannot weed out fraud-
ulent submissions at the start of the 
publication process.  

Ivan Oransky, co-founder of the 
science misconduct media outlet 
Retraction Watch, which tracks pa-
pers removed from scientific jour-
nals, says: “It’s like looking at mur-
der conviction rates as a proxy  
for the number of murders; we 
know there are far more murders  
than convictions.”

Medical fraud is an area of se-
rious concern. Having staff man-
ually searching for irregularities 
in images submitted for approv-
al to insurance companies is too 
costly and, without an automated 
system for flagging questionable  

Adenocarcinoma 
of human tumor 
tissue micrograph

Gemma Milne

I

S C I E N C E

Misconduct in science and aca-
demia can take many forms, in-
cluding plagiarism, edited data 
and omission of conflicting re-
porting. And academic credibili-
ty is largely based on a publishing 
record: which journals, how often, 
and the number of citations. But 
the so-called pressure of “publish 
or perish” may lead the unscru-
pulous to falsify data, resulting in 
fraudulent research.

Automated systems for spotting 
simpler forms of fake research have 
improved in recent years, but possi-
ble loopholes remain. Editing slides 
captured from microscopes by cop-
ying and pasting flipped, mirrored 
or rotated cropped images is a con-
cerning development. These images 
can then be embedded in scientific 
papers to prop up unproven claims. 

I’m really 
frustrated; with 
all the cases I’ve 
submitted, few 
of them have 
actually been 
addressed

Insurance  
fraud in the UK  
is on the rise 

Fake insurance claims costing 
companies millions

KPMG

£11.9m £17m
Recent findings from KPMG’s 2018 Fraud Barometer demonstrate 
a dramatic spike in insurance fraud. From faked car crashes to 
imaginary injury claims, insurance fraud in 2018 cost companies 
more than the preceding four years combined. One particularly 
drastic case saw a man jailed for nine years for masterminding a 
fraudulent insurance claim worth £4 million. 

the combined value 
from 27 insurance 
fraud cases from 
2014-2017

the combined  
value from 19 
insurance fraud 
cases in 2018 alone
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alue needs to shift faster 
and real-time payments 
offer tangible benefits, 

ensuring the instant availability of 
emergency funds after a natural 
disaster, for example, or immedi-
ately confirming payments to release 
urgent medical supplies. 

As payments move faster secu-
rity is paramount. Criminals may 
seek to exploit the convenience of 
faster payments for fraud or money 
laundering purposes. And when a  
payment settles instantly, the opportu-
nity to recover funds is greatly reduced. 

Speed and safety, therefore, 
must evolve in parallel to maintain  
integrity and security of the pay-
ments system.

While media attention has focused 
on consumer fraud in the con-
text of real-time payments, banks 
are also collaborating to reduce 
the fraud risk across the global  
banking network.

Fighting back
“With real-time, cross-border pay-
ments, we need a new approach to 
fraud prevention that avoids and 
stops high-risk payments, rather than 
reporting after the fact,” says Tony 
Wicks, head of financial crime compli-
ance at payments co-operative SWIFT.

“The game has changed. 
Compliance teams need to make 
quick decisions, more so than ever 
before. It’s increasingly important 
to try and take human error out of 
the equation. Transaction behaviour 
involves multiple institutions and is 
becoming more complex. So I think 
there will be increasing demand for 
tools and services at network level.” 

SWIFT is driving community-wide 
solutions to enable fast and secure 
payments. Its Customer Security 
Programme (CSP) is at the heart, pre-
scribing a set of regularly updated 
mandatory controls to create con-
sistent security practices across its 
entire community. 

“All financial institutions must 
meet this set of standards using 
clearly defined controls,” says Brett 
Lancaster, managing director and 
global head of customer security at 
SWIFT, who oversees the CSP.  “All 
customers must attest their level of 
compliance every year. Failure to meet 
these controls means we report them 
to their local regulator.” 

Importantly, financial institutions 
can also access attestation data to 
assess counter party risk. The finan-
cial ecosystem is interlinked, so every-
body cares about the weakest link in 
the chain. 

Simultaneously evolving speed 
and security in payments
Economies are increasingly using real-time payments technology 
to meet the demands of a 24/7 tap-and-go lifestyle society 

V

With real-time, cross-
border payments, we 
need a new approach 
to fraud prevention 
that avoids and stops 
high-risk payments, 
rather than reporting 
after the fact

“Our customers are taking this seri-
ously,” says Mr Lancaster. “About 95 per 
cent have attested to their compliance 
to the CSP controls covering about 99.5 
per cent of all traffic across SWIFT.”

incompatible with the current think-
ing. So we need to change how we 
address these problems from a com-
pliance perspective. If we can get this 
right, and I think we are going in the 
right direction, then it’s the support-
ing fabric that will make a difference to 
instant payments, especially within the 
cross-border world.”

For more information please visit
www.swift.com

FRAUDSTERS ARE SEEKING TO EXPLOIT THE CONVENIENCE OF REAL-TIME PAYMENTS

SWIFT 2019

People, process and technology
The co-operative has developed 
technology-based solutions, such as 
the real-time application program-
ming interface, built into the global 
payments innovation (SWIFT gpi). 
Banks sending and receiving data 
over the SWIFT network can pre-
check the beneficiary account infor-
mation with the ultimate receiving 
bank. This minimises the risk of mis-
direction to other accounts. More 
broadly, the use of artificial intelli-
gence (AI) facilitates rapid scanning 
of very large datasets, helping to 
identify potential problems before 
they are processed. 

SWIFT recently launched Payment 
Controls, a new tool to prevent and 
detect fraud, which helps banks moni-
tor and protect their core payments, by 
flagging and responding to fast-mov-
ing, suspect transactions efficiently.

“The fact that you may have a pay-
ment refused because of fraud risk 
creates potential inconvenience for 
customers,” says Mr Wicks. “So we 
need to make the systems and pro-
cesses accurate and precise when 
detecting fraud. This means we can 
help minimise fraud risk, as well as 
the impact on legitimate transactions. 
We are using AI and other methods to 
improve outcomes for customers.

“In the world of compliance, people 
typically want to slow things down and 
take longer to make decisions. That’s 
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Image manipulation has been a part of modern life for years, 
but when medical images are being manipulated, lives and 
livelihoods could be at stake

The darker side  
of retouching

“evidence”, fraud prevention is al-
most impossible.

Numerous kinds of medical fraud 
rely on images, for instance pic-
tures of injuries to show effects 
over time or photographs of acci-
dents. Timestamps and dates can 
be easily edited in image metada-
ta and switched GPS locations can 
also falsify claims.

Most medical fraud, however, may 
happen at the provider level. Resub-
mitting anonymous x-rays across 
multiple patient claims, knowing 
the images won’t be cross-refer-
enced, is a common allegation. 

Researchers at the University 
of Portsmouth estimate medical 
fraud to be about 6 per cent of glob-
al healthcare spending at around 
£420 billion.

Insurance industry veteran Dan 
Gumpright says technology used 
to reduce human processing time 
is part of the reason medical fraud 
is so prevalent. “They [fraudsters] 
believe it’s a victimless crime, 
even more so when there’s no per-
son on the other end of the line,” 
he says. “A lot of insurance compa-
nies now process claims through a 
chatbot, email or a website; it’s a 
lot easier psychologically.”

But Mr Gumpright points out that 
it’s not a victimless crime. “If peo-
ple are committing fraud against 
insurance companies, it raises 
everyone’s premium,” he says. “In-
surance companies are not eating 
the loss.”

If fraudulent science is published 
in the biomedical field, ultimately 
patients can be harmed either from 
wasted time trying in vain to build 
upon false results or developing in-
appropriate therapies. If medical 
fraud in the insurance industry ris-
es, so too do premiums and barriers 
to access for wider populations. 

Though the incentives for mis-
conduct in science and medical 
fraud differ – one for career pro-
gression, the other for financial 
gain – the ‘loser’ in both cases is 
the same. While we await tools to 
automate our human adeptness  
at spotting irregularities, the 
health and wealth of society re-
mains at stake.   

mage-editing technology 
enables manipulation of 
all kinds. There are apps 

to brighten skin and remove blem-
ishes or, more worryingly, tech to 
make deepfake videos, convinc-
ingly substituting Jack Nicholson 
for Jim Carrey in a doctored film 
clip. For some industries, this tech-
nology can be a welcome innova-
tion, but not for the health sector, 
where science and medical fraud is 
on the rise. 

So what is the best option for 
fraud prevention? Currently, 
it’s our pattern-finding, anom-
aly-spotting human brain, and 
lots of time. And, unfortunately 
for those impacted by science and 
medical fraud, artificial intelli-
gence is not yet able to replace our 
human knack.

Elisabeth Bik, independent sci-
ence consultant and former micro-
biology researcher at Stanford Uni-
versity, is a self-appointed sleuth 
of misconduct in science. She 
monitors published biomedical 
papers looking for suspected ma-
nipulated images, reviews them in 
the PubPeer blog and, when she is 
sure there is evidence of foul play,  
reports her findings to the  
journals concerned. 

“I’m really frustrated; with all the 
cases I’ve submitted, few of them 
have actually been addressed,” 
says Dr Bik. In 2016, she published 
research detailing 20,000 papers 
she investigated, 4 per cent of 
which she claims contained doc-
tored images. Some of these 800 
papers are still being investigated 
three years later. 
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Dr Bik accuses journal editors of 
being notoriously slow or resistant 
to investigate allegations of mis-
conduct in science because of the 
time and effort required to correct 
or retract the research. She also 
posts her findings on Twitter, to 
drum up public outrage and prompt 
journals to act. “I feel once the evi-
dence is out there, they have to in-
vestigate,” she insists. 

There is currently no effective auto-
mated system to spot manipulations, 
so journals cannot weed out fraud-
ulent submissions at the start of the 
publication process.  

Ivan Oransky, co-founder of the 
science misconduct media outlet 
Retraction Watch, which tracks pa-
pers removed from scientific jour-
nals, says: “It’s like looking at mur-
der conviction rates as a proxy  
for the number of murders; we 
know there are far more murders  
than convictions.”

Medical fraud is an area of se-
rious concern. Having staff man-
ually searching for irregularities 
in images submitted for approv-
al to insurance companies is too 
costly and, without an automated 
system for flagging questionable  
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Misconduct in science and aca-
demia can take many forms, in-
cluding plagiarism, edited data 
and omission of conflicting re-
porting. And academic credibili-
ty is largely based on a publishing 
record: which journals, how often, 
and the number of citations. But 
the so-called pressure of “publish 
or perish” may lead the unscru-
pulous to falsify data, resulting in 
fraudulent research.

Automated systems for spotting 
simpler forms of fake research have 
improved in recent years, but possi-
ble loopholes remain. Editing slides 
captured from microscopes by cop-
ying and pasting flipped, mirrored 
or rotated cropped images is a con-
cerning development. These images 
can then be embedded in scientific 
papers to prop up unproven claims. 

I’m really 
frustrated; with 
all the cases I’ve 
submitted, few 
of them have 
actually been 
addressed

Insurance  
fraud in the UK  
is on the rise 

Fake insurance claims costing 
companies millions

KPMG

£11.9m £17m
Recent findings from KPMG’s 2018 Fraud Barometer demonstrate 
a dramatic spike in insurance fraud. From faked car crashes to 
imaginary injury claims, insurance fraud in 2018 cost companies 
more than the preceding four years combined. One particularly 
drastic case saw a man jailed for nine years for masterminding a 
fraudulent insurance claim worth £4 million. 

the combined value 
from 27 insurance 
fraud cases from 
2014-2017

the combined  
value from 19 
insurance fraud 
cases in 2018 alone
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refinitiv.com/qual-id

Refinitiv Qual-ID powered by Trulioo allows 
customers to verify digital identity and screen 
for risk via one API to ensure your customer 
really is who they say they are. 

s the digital world perme-
ates more areas of con-
sumers’ lives, the degree to 

which people trust digital devices, 
services and organisations becomes 
increasingly important. This has 
also forced privacy to become a new 
priority and generated a growing 
conversation across industries.

On the regulatory side, the imple-
mentation of the General Data 
Protection Regulation in Europe 
last year drove the issue to the top 
of the agenda and resulted in sim-
ilar legislation around the world, 
such as the Consumer Privacy 
Protection Act in California. 

From a business perspective, sev-
eral high-profile chief executives 
have recently commented about 
importance of privacy. I thought 
Google chief executive Sundar 
Pichai put it very well when he 
noted, "Privacy cannot be a luxury 
good offered only to people who can 
afford to buy premium products and 
services. Privacy must be equally 
available to everyone in the world."  

Given all the technology and 
resources that industry leaders have 
access to, it’s interesting to see how 
something as simple as privacy can 
raise so many comments, conversa-
tions and concerns. 

When Money20/20 started in 2012, 
there was a broad conversation 
about the impact mobile technol-
ogy would have across industries. It 
was changing how people interacted 
with longstanding companies and 
institutions, as well as new brands 
that were arising to implement this 
technology in a completely new way. 

Similar to the momentum and shift 
that took place around mobile tech-
nology, there are now rising broad con-
versations about privacy that include 
some of the most powerful and influ-
ential people in the economy.

While the wording on public state-
ments, similar to Sundar’s, share 
a common theme and sound the 
same, we can speculate that the 
closed-door conversations on pri-
vacy will vary dramatically. 

How a company defines privacy, 
their boundaries and who has the 
final say are fundamental ques-
tions that drive different outcomes. 
These often vary even within the 
same organisation as each com-
pany has vastly different business 
models, cultures and histories, 
each of which comes into play in 
these conversations.

In reviewing public statements 
and conversations on privacy, you 
can get a false sense that the debate 
is black and white, but in reality we 
are in the early stages of this long 
public discourse. Similar to the 
early days of mobile, conventional 
wisdom will be flipped and chal-
lenge long-held beliefs. There will 
be many experiments from play-
ers entering and exiting the space 
before we find the few, true long-
term winners.

During the early days of mobile, it 
was important to have a strategy for 
this emerging platform, which later 
evolved to mobile first. What we can 
take from this is the importance of 
thinking about how you can become 
privacy first when building your pri-
vacy strategy, a process to retrofit pri-
vacy on to existing infrastructure. 

A privacy-first approach places 
importance on the experiences 
we can create, placing privacy as a 
core tenet. As a rough litmus test, 
you can compare the results of this 
thinking with the consumer privacy 
expectations of each different gener-
ation, all of which will have dramati-
cally different views on privacy. This 
type of thinking can remove the 
constraints and broaden your strat-
egies, so your company may be one 
of the few long-term winners.

As we each build our strategies, it 
can lead us to ask whether creating 
full protection for digital privacy 
is even an option? At Money20/20 
we’ll be diving into the toughest pri-
vacy and security questions, and 
helping provide actionable insights 
and takeaways to help you build 
your privacy strategy, no matter 
what phase your business is in.

‘As we each build our 
strategies, it can lead us 
to ask whether creating 

full protection for 
digital privacy is even 

an option?’

A

O P I N I O N

Sanjib Kalita
Editor in chief, Money20/20 
 
Money20/20 USA will be held 
October 27-30, 2019 at The Venetian 
Las Vegas. To learn more and attend 
visit us.money2020.com

Insider threats hitting 
the headlines tend to be 
perpetrated by middle or 
lower management, but 
when fraud is carried out 
by the C-suite, the costs 
can be eye-watering

When insider threats 
come right from the top

of duties, whereby more than one 
person is required to complete a 
given transaction, such as author-
ising payments. 

Ceri Charlton, associate direc-
tor at security and risk assur-
ance services provider Bridewell 
Consulting, explains: “If two peo-
ple have to do something, it dra-
matically reduces the likelihood 
of misconduct. Typically for col-
lusion to occur, you need a peer 
to co-operate, who is generally at 
the same level as you, and overtly 
asking someone to commit fraud is 
really quite a big step for most peo-
ple to overcome.”

Other reasonably straightfor-
ward actions to prevent chief exec-
utive fraud include introducing 
vetting procedures for all senior 
appointments and ensuring there 
are adequate controls, compli-
ance programmes and processes 
in place to investigate allegations 
of misconduct.

Rather more difficult though is 
finding ways to change the com-
pany culture and its underlying 
governance to deal with the root 
causes of such behaviour. As Mr 
Hernandez points out, misconduct 
usually results from a combina-
tion of a “toxic culture, inadequate 
oversight and pressure to cheat or 
cut corners”, all of which need to 
be addressed effectively. 

This is particularly true in the 
case of command-and-control 
leadership cultures, in which man-
agers and employees alike are usu-
ally afraid to question or challenge 
the status quo.

“Organisations can best pro-
tect themselves by fostering a 
speak-up culture that empow-
ers whistleblowers and encour-
ages dialogue on ethical dilem-
mas,” Mr Hernandez concludes. 
“But they can also successfully 
address fraud by regularly assess-
ing risks, communicating expec-
tations for conduct and making 
necessary changes to excessively  
risky strategies, practices and 
business models.” 

hile fraud by a chief exec-
utive may not be common 
and is certainly the least 

talked about, it can be the most 
costly to an organisation.

According to the Association 
of Certified Fraud Examiners’ 
2018 Report to the Nations, com-
pany owners and senior leaders 
may commit only 19 per cent of 
all frauds perpetrated, but such 
crime results in a median loss of 
$850,000 (£670,000) an incident. 

This figure is nearly six times 
higher than the median loss 
brought about by middle man-
agers and seventeen times 
more than that caused by low- 
level employees.

The study points out that high-
level fraudsters generally have 
better access to an organisation’s 
assets. They also have greater 
technical ability to commit and 
conceal fraud, and can use their 
authority to override controls 
or hide their crimes more easily 
than those further down the cor-
porate ladder. 

Such fraud can take a num-
ber of forms. In some cases, says 
Jose Hernandez, chief executive 
of organisational change consul-
tancy Ortus Strategies and author 
of Broken Business, it is simply 
about senior executives circum-
venting company controls for 
their own personal gain. Invoice 
fraud, in which individuals submit 
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invoices for suppliers that do not 
exist, is an example. 

More commonly, leaders ration-
alise their unethical actions, such 
as tax avoidance or evasion, by con-
vincing themselves they are neces-
sary to deal with pressing business 
problems, says Mr Hernandez. 

“It may involve individuals fal-
sifying documents and finan-
cial records and presenting them 
to external auditors,” he says. 
“Another form we encounter in 
global corruption investigations 
relates to using sham contracts 
with third parties to divert corpo-
rate money to improper beneficiar-
ies, such as government officials.”

But the implications for an 
organisation are significant at 
every level. Not only can subse-
quent investigations cost millions 
as they are often complex and take 
months or even years, but chief 
executive fraud also leads to major 
reputational damage, both inter-
nally and externally, not to men-
tion the financial impact. 

A key issue is this kind of behav-
iour undermines the trust and 
integrity of the entire company, 
which is why it is so rarely dis-
cussed. Indeed, misconduct at this 
level potentially has serious crimi-
nal and civil implications, not just 
for individuals, but also for the cor-
poration, leading to falls in share 
price and a leadership vacuum.

As a result, says Ben Rose, chief 
underwriting officer at insurance 
company Digital Risks, the initial 
instinct of most businesses is to try 
to conceal the situation, even from 
their own staff. 

“In my experience, internal 
fraud, especially at the senior level, 
is a real blow for an organisation,” 
he says. “It’s embarrassing as it 
implies your governance isn’t great 
and, because it’s about your repu-
tation, rivals jump on that to try 
and leverage it as an opportunity.”

To protect against chief execu-
tive fraud, the first, relatively sim-
ple, step is to ensure there are poli-
cies in place relating to separation 

Cath Everett
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It’s embarrassing as it implies your 
governance isn’t great and, because it’s 
about your reputation, rivals jump on that 
to try and leverage it as an opportunity

C H I E F  E X E C U T I V E  F R A U D 

Harvard Business Review 2017

FIVE BEHAVIOURAL RED FLAGS FOR CORPORATE FRAUD

Financial difficulties

Unusually close association 
with vendor/customer

“Wheeler-dealer” attitude

Control issues, unwillingness 
to share duties

Living beyond means 35%

26%

22%

19%

18%
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noted, "Privacy cannot be a luxury 
good offered only to people who can 
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that were arising to implement this 
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a common theme and sound the 
same, we can speculate that the 
closed-door conversations on pri-
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tions that drive different outcomes. 
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pany has vastly different business 
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each of which comes into play in 
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can get a false sense that the debate 
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are in the early stages of this long 
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was important to have a strategy for 
this emerging platform, which later 
evolved to mobile first. What we can 
take from this is the importance of 
thinking about how you can become 
privacy first when building your pri-
vacy strategy, a process to retrofit pri-
vacy on to existing infrastructure. 

A privacy-first approach places 
importance on the experiences 
we can create, placing privacy as a 
core tenet. As a rough litmus test, 
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ation, all of which will have dramati-
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reputational damage, both inter-
nally and externally, not to men-
tion the financial impact. 

A key issue is this kind of behav-
iour undermines the trust and 
integrity of the entire company, 
which is why it is so rarely dis-
cussed. Indeed, misconduct at this 
level potentially has serious crimi-
nal and civil implications, not just 
for individuals, but also for the cor-
poration, leading to falls in share 
price and a leadership vacuum.

As a result, says Ben Rose, chief 
underwriting officer at insurance 
company Digital Risks, the initial 
instinct of most businesses is to try 
to conceal the situation, even from 
their own staff. 

“In my experience, internal 
fraud, especially at the senior level, 
is a real blow for an organisation,” 
he says. “It’s embarrassing as it 
implies your governance isn’t great 
and, because it’s about your repu-
tation, rivals jump on that to try 
and leverage it as an opportunity.”

To protect against chief execu-
tive fraud, the first, relatively sim-
ple, step is to ensure there are poli-
cies in place relating to separation 

Cath Everett

W

It’s embarrassing as it implies your 
governance isn’t great and, because it’s 
about your reputation, rivals jump on that 
to try and leverage it as an opportunity

C H I E F  E X E C U T I V E  F R A U D 

Harvard Business Review 2017

FIVE BEHAVIOURAL RED FLAGS FOR CORPORATE FRAUD

Financial difficulties

Unusually close association 
with vendor/customer

“Wheeler-dealer” attitude

Control issues, unwillingness 
to share duties

Living beyond means 35%

26%

22%

19%

18%

https://www.refinitiv.com/en/products/qual-id-digital-identity-verification?utm_source=Raconteur&utm_medium=Raconteur&utm_campaign=186206_FraudReportRaconteur&utm_term=&utm_content=&referredBy=&elqCampaignId=9271


F I G H T I N G  F R A U D16

https://chargebacks911.com

