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are using and deriving value from 
artificial intelligence

say they are using and deriving 
value from pattern-recognition 
technologies in combating fraud

of global organisations say they have 
been a victim of fraud and economic 
crime within the last 24 months

Artificial intelligence and machine-learning are fast 
becoming essential weapons in the war on fraud
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also be tuned to only alert organi-
sations to fraud rather than ‘possi-
ble fraud’, meaning security teams 
are not spending too much time on 
activity that is safe, but unusual.”

Martin Balek, machine-learning 
research director at internet secu-
rity giant Avast, expands this 
theme. “AI hasn’t just improved 
defences, it has remodelled secu-
rity with its ability to detect threats 
in real time and accurately predict 
emerging threats,” he says. “This is 
a giant leap forward for the indus-
try. Before AI, this sort of task would 
require monumental resource for 
humans to perform alone.”

While it is likely that before long 
we will reach the point where a 
fully automated, AI-based secu-
rity system will be effective 
enough to eliminate a high per-
centage of fraud without requir-
ing any human input – indeed, 

Feedzai recently announced it is 
bringing automated learning to 
the fraud space, claiming this to 
be an industry first – many within 
advise that sign-off is not handed 
solely to a machine.

“Organisations will always want 
a final, human pair of eyes to make 
sure that obvious errors aren’t 
being caused,” says Mr Vile.

And Mr Lush notes: “Google Cloud 
are bringing more humans on board 
to work in their fraud detection 
operations to safeguard their related 
customer service offer, so it’s too 
early to tell if fraud prevention will 
be fully automated, resulting in the 
total of exclusion of humans.”

Mr Balek adds: “Full automation 
also has implications under the 
general data protection regulation 
(GDPR). Bearing in mind that such 
technology could constrain the 
ability of consumers to use their 
own funds, or to achieve desired 
outcomes, a company seeking to 
implement full AI would need to 
display a high level of transpar-
ency about its operations. 

“Article 13 of the GDPR is clear 
that the existence of automated  
decision-making, meaningful infor-
mation about the logic involved, 
and the significance and envis-
aged consequences of such pro-
cessing, must be published to indi-
viduals whose personal data is to 
be subjected to this processing.”

Limor Kessem, executive secu-
rity adviser at IBM Security, 
believes multi-verification points, 
plus the introduction of effective 
biometric authentication, again 
using AI, and removing memora-
ble passwords altogether will bol-
ster digital defences. 

“Consumer attitudes and prefer-
ences will lead the way in reducing 
password use and layering secu-
rity controls to put more hurdles in 
an attacker’s way,” she says. “On its 
own, there is not one method that 
could be considered ‘unhackable’, 
but layering more than one ele-
ment can definitely turn hacking 
an account into a costly endeavour 
for a criminal.

“In the longer term, AI is sure to 
become a key part of the way organ-
isations prevent fraud. We need to 
change the way we manage fraud and 
face attackers with adaptive tech-
nologies that reason like humans 
do. Over time, these technologies 
will likely keep reducing fraud rates 
until a breaking point where the 
criminal’s return on investment will 
no longer be lucrative enough.” 

The phrase “loose lips might 
sink ships” warned, on 
American wartime posters, 
of unguarded conversa-

tions during the Second World War. 
Now, 73 years on from Victory over 
Japan Day on September 2, 1945, 
the formal conclusion of that hor-
rific epoch, a similarly sloppy atti-
tude to cybersecurity in the work-
place can torpedo organisations. 

A well-cast “phish” – a fraudu-
lent attempt to hook sensitive data 
such as usernames, passwords and 
codes – is capable of inflicting fatal 
financial and repetitional damage. 
“Successful phishing attacks can 
sink companies as well as indi-
viduals,” says Juliette Rizkallah, 
chief marketing officer at identity 
software organisation SailPoint, 
updating the famous idiom.

Fraud is endemic in the digital 
age. The UK loses over £190 billion 
per year to fraud – more than the 
government spends on health and 
defence – according to credit ser-
vice agency Experian. Organisa-
tions of all sizes are failing to keep 
pace with threats, mostly because 
of poor human cyber-hygiene. 
Little wonder hordes of business 
leaders are turning to artificial 
intelligence (AI) to fight fraud.

So how can autonomous tech-
nology help? “Artificial intelli-
gence is befitting fighting fraud 
because it picks up on patterns and 
irregularities that humans can’t 
naturally perceive,” says Stuart 
Aston, national security officer 
of Microsoft UK. He points out 
his organisation’s Azure Machine 
Learning is enabling Callcredit, 
one of the UK’s largest credit ref-
erence agencies, to identify crim-
inals who pretend to be someone 
else when trying to access credit 
reports and borrow money. 

“There are a number of prom-
ising innovations, including the 
ability to look at rich data previ-
ously excluded from fraud detec-
tion, such as photographs, video 
and translated audio, that are rev-
olutionising fraud prevention, and 
with AI tools these tasks can be 
conducted faster, more efficiently 
and more precisely than before,” 
says Mr Aston.

A growing cluster of similar 
AI-powered fraud prevention 
software applications are now on 
the market, such as iovation, pipl  
and Zonos, though criminals are 

using the same capabilities in 
nefarious ways. 

“Machine-learning will be essen-
tial in developing faster, more 
intuitive AI, but the flip side 
to that is hackers can deploy 
machine-learning too,” says Richard 
Lush, head of cyber-operational 
security at CGI UK. “An example of 
this is Deeplocker, which can use 
AI to hide malware. That’s why it’s 
really important to dovetail technol-
ogy with human operators who can 
bring a level of empathy and intui-
tion that AI currently cannot.”

Luke Vile, cybersecurity oper-
ations director at 2-sec, concurs 
that adopting AI to combat fraudu-
lent attacks is becoming essential.  
“AI can help to flag fraudulent 
activity extremely quickly, often 
within seconds, so that possi-
ble crime can be stopped or spot-
ted immediately,” he says. “AI can 
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Bad blood is
being shed in
Silicon Valley

Few companies seem to encap-
sulate the worst excesses of 
Silicon Valley better than 
Theranos. The supposedly 

revolutionary blood-testing startup 
achieved a valuation of $9 billion, only 
to face allegations of hype and lies. 

John Carreyrou, a journalist at The 
Wall Street Journal, broke the story 
in 2015, just as Theranos’s product 
was on the cusp of being rolled out 
in 8,000 Walgreen pharmacy stores. 
His book, Bad Blood: Secrets and 
Lies in a Silicon Valley Startup, docu-
ments just how an alleged deception 
was nearly pulled off.

A morality tale for our times, the 
Theranos saga centres on Elizabeth 
Holmes, a serious and driven young 
woman who dropped out of Stanford 
University in 2003 to found the com-
pany when she was just 19 years old. 

“Elizabeth Holmes did not set 
out to pull a long con,” says Mr 
Carreyrou. “She really did think 
her vision for this product would 
do good for society – that it would 

competitors. When Mr Carreyrou’s 
investigations neared publica-
tion, Ms Holmes allegedly leaned 
on Rupert Murdoch, who was a late 
investor in Theranos and whose 
News Corporation group owns The 
Wall Street Journal, to kill the story.

Now indicted for criminal fraud, 
Ms Holmes is said to have cast  
herself as a victim. “She feels as if 
she is a startup founder who ended 
up failing and because she is a 
woman the press has piled in on 
her,” says Mr Carreyrou. “She has 
this Joan of Arc syndrome. She feels 
like a martyr.”

The question remains whether 
Silicon Valley will learn from her 
experience and question the uncrit-
ical adulation of startup founders. “I 
certainly believe there has been an 
evolution in the way the American 
press covers Silicon Valley, but I am 
not sure people’s values in the Silicon 
Valley echo chamber have changed,” 
says Mr Carreyrou. “Time will tell.”  

“The greatest culprit of which is Steve 
Jobs. He has been turned into such 
an icon and hero of American capital-
ism that it has created the myth of the 
startup founder who can see around 
corners and do no wrong. It has cre-
ated this culture of incredible entitle-
ment and magical thinking among 
startup founders in the Valley.”  

It is claimed that Ms Holmes’ vault-
ing ambition and idealism were poi-
soned by hubris. The corporate cul-
ture she and Theranos’s president 
Sunny Balwani fostered was alleg-
edly dysfunctional to the point of 
dehumanising. Allegedly founded 
on fear, paranoia, secrecy and bul-
lying, teams were siloed and pitted 
against each other. Unquestioning 
loyalty was demanded from employ-
ees and dissent, however well inten-
tioned, was punished with dis-
missal, it is claimed. 

She took control of all deci-
sion-making. The board could not 
achieve quorum without her and 
the company used non-disclo-
sure agreements to silence former 
employees. A culture of secrecy 
seemingly enabled a small inner cir-
cle allegedly to mislead and deceive 
Theranos staff, its board, inves-
tors, commercial partners, clients, 
members of the press and even fed-
eral regulators the Food and Drug 
Administration, and the Centers for 
Medicare and Medicaid Services.

When challenged, the lengths 
Ms Holmes and Mr Balwani alleg-
edly scaled to protect the com-
pany stretch the limits of credu-
lity. It is claimed they surveilled, 
blackmailed, intimidated and liti-
gated against critics, enemies and 

Her only problem was that 
Theranos was allegedly nowhere 
near achieving her stated goals when 
its product was brought to market. 

Ms Holmes stands accused of mak-
ing the fundamental and unforgiv-
able error of applying Silicon Valley’s 
“fake it until you make it” mindset to 
medical care, Mr Carreyrou claims. 
Releasing a “buggy” app in beta 
stage is one thing. “But she was try-
ing to build a medical product upon 
which doctors and patients make 
very important decisions – some of 
them life and death,” he says.

Some 70 per cent of doctors’ 
decisions are based on blood test 
results; a faulty Theranos product 
would endanger lives, a fact that Ms 
Holmes seemed to fail to see.

At the same time, her sin-
gle-minded drive, self-belief and 
brilliant sales pitch won her cham-
pions in high places. A Palo Alto 
native, family connections intro-
duced her to the Oracle billionaire 
Larry Ellison and the venture capi-
tal hero Tim Draper. The Theranos 
board became peopled with military 
generals, such as John “Mad Dog” 
Mattis, now secretary of defence 
in the Trump administration, and 
former secretaries of state George 
Shultz and Henry Kissinger. 

“She wows all these guys with  
larger-than-life reputations with 
her vision; she convinces them to 
join her board and they increase her 
credibility,” says Mr Carreyrou.

Ms Holmes had a unique ability to 
win people’s confidence. She idol-
ised Steve Jobs to the extent that 
she adopted a daily uniform of black 
rollnecks and affected a deep bari-
tone voice, speaking several octaves 
beneath her natural register. These 
curious qualities, combined with 
her charm, intelligence and large, 
blue and unblinking eyes created 
the aura of someone exceptional. 

“There is a myth in Silicon Valley 
around founders,” says Mr Carreyrou, 

With billions at stake, along with 
pride and reputation, business 
leaders must avoid the trap of  
making fraudulent claims

revolutionise blood testing and 
help medicine.”

With no medical training, Ms 
Holmes sought with her team to 
score an audacious hat trick that 
had eluded medical scientists for 
decades: to take diagnostic blood 
tests from a finger prick, rather 
than intravenous needle; to com-
bine multiple blood tests from vita-
min deficiency, to disease and preg-
nancy tests in one diagnostic tool; 
and to miniaturise testing equip-
ment into a portable device without 
compromising accuracy. 

The product would be low cost and 
available to use in every home in 
America. The power of such a thing 
was plain to see. It would revolution-
ise healthcare. “I believe the individ-
ual is the answer to the challenges of 
healthcare, but we can’t engage the 
individual in changing outcomes 
unless individuals have access to the 
information they need,” Ms Holmes 
said in her 2014 TED Talk.

She yearned for success. “She 
wanted to join the pantheon of tech 
startup billionaires and be the first 
woman to do so,” says Mr Carreyrou. 

01
Theranos 
headquarters, Palo 
Alto, California

02
Journalist John 
Carreyrou

03
Theranos founder 
and chief executive 
Elizabeth Holmes
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Commercial feature

Fraud committed by insiders is 
a large and growing threat to 
companies. Systems that mon-
itor abnormal behaviour have 

become a major weapon in the fi ght 
against the threat of insider fraud. But 
many companies are behind the curve 
in adopting such systems.

Here are two examples of how 
“behaviour intelligence” technologies 
are saving companies millions from the 
insider threat.

A US bank found that a new employee 
had been typing questions into Google 
frequently about how to do their job, 
much more so than any of their peers. 
The company’s security system fl ashed 
a warning signal about this abnor-
mal behaviour. It was revealed that the 
employee was a fraudster who had fab-
ricated their experience to get the job so 
they could access the company’s data.

Another bank employee was found 
to have been creating unusual 

to almost every corner of the corpo-
rate network. These individuals do 
not need to use sophisticated hack-
ing software. They can often execute 
a fraud with existing software that is 
familiar to them.

The General Data Protection 
Regulation (GDPR), which came into 
force this year, could have uninten-
tionally made this situation worse by 
making it more attractive to criminals 
to plant or bribe an insider to misap-
propriate data, with privileged users 
being primary targets.

GDPR mandates heavy fi nes for 
companies that suffer a data breach. 
Penalties can reach up to 4 per cent 
of a violators’ annual revenue, which in 
many cases will far outweigh the actual 
cost of a breach.

Rather than sell stolen data to fellow 
criminals or exact a ransom to unen-
crypt it for smaller amounts, criminals 
will extort money from organisations 
for not exposing data thefts publicly, 
which would trigger fi nes.

The ransom will be much higher than 
any sum the criminals could have pre-
viously made through black market 
sales or ransomware decryption, but 
signifi cantly lower than a GDPR fi ne. 
This could prompt companies to pay 

extortion rather than face high penal-
ties. Malicious privileged users may be 
all too willing to take a bribe, especially 
when they know that their organisa-
tions have no visibility into what they 
are doing and that a massive pay day 
would never be revealed publicly.

Mark Coates, Europe, Middle East 
and Africa (EMEA) vice president, and 
Ben Kennedy, UK and South Africa 
sales director at Dtex Systems, say that 
despite these increasing dangers, most 
companies do not have stringent sys-
tems for spotting insider threats.

“Maliciously fraudulent activity is 
increasing,” says Mr Coates. “Most 
organisations focus on monitoring 
movers, joiners and leavers. But there 
is a real insider threat from privi-
leged users, who have the ‘keys to the 

kingdom’ and are savvy about not being 
spotted. If these individuals are open 
to bribery, the rewards can be huge.

“Enabling early visibility, with a 
fast signal into abnormal behav-
iour, can help to eliminate or reduce 
that insider threat. Dtex has a library 
of thousands of patterns of abnor-
mal behaviour, scored according to 
potential threat level. We have built 
that database over 12 years to create a 
high-fi delity signal that minimises the 
number of false alerts.

“To be credible in this fi eld, you 
need deep experience in under-
standing these behaviours, so you 
can benchmark them quickly. We 
have a wealth of knowledge and 
already know what ‘bad’ looks like, 
from monitoring against peer groups, 
within and across industries.”

Mr Kennedy says a high-fi delity, or 
high-accuracy, signal cannot only 
reduce false alerts, but also often 
tell whether an employee was being 
malicious, negligent or whether they 
have been compromised. In the case 
of the two bank employee case stud-
ies, the Dtex platform uncovered 
the abnormal behaviour and showed 
that it was malicious.

In another recent fraud case, involv-
ing a non-Dtex customer, the com-
pany was not able to prove malice 
and this has been driving demand for 
more sophisticated systems that can 
help prove it, says Mr Kennedy. This is 
because such proof can be pivotal in 
achieving a prosecution. In this case, a 
lawyer was working on behalf of a bank 
in an acquisition deal. Her husband 
obtained non-public information 
from her and used it for insider trad-
ing. He had clearly acted maliciously 
and was prosecuted.

But there was not enough data to 
show whether his wife’s behaviour in 
the incident was malicious, negligent, 
compromised or innocent. A more 
sophisticated system might have been 
able to prove this by providing a more 
detailed analysis of her behaviour.

Mr Kennedy says other legal fi rms 
have since purchased Dtex because 
this case highlighted the need for more 
evidence in such circumstances.

“They want an audit trail, so they 
would have a better chance of under-
standing what had happened in a sit-
uation like this,” he says. “It would put 
them in the best position to either 
exonerate or prosecute an employee in 
a similar situation.

“A forensically sound audit trail 
makes it possible to differentiate 
between malicious, compromised 
or negligent behaviour. Without the 
audit trail, it is easy for staff to claim 
negligence or [that they were unwit-
tingly compromised].”

As more such cases come to light and 
the battle against insider fraud contin-
ues to intensify, the need for intelligent 
technology to counter it looks set to 
keep growing.

For more information please visit
www2.dtexsystems.com/info

spreadsheets with data taken from 
business systems, again through a 
warning signal about abnormal behav-
iour from its security system. By check-
ing the data against the company’s 
fi nancial statistics, the bank discovered 
they and another individual with privi-
leged access were insider dealing.

Organisations that fall victim to 
fraud on average see their share price 
fall 5 per cent on the day a breach is 
disclosed, according to the Ponemon 
Institute. Falls range from 3 per cent 
for companies with good security to 
7 per cent for companies with poor 
security. The average cost to organ-
isations is $8.7 million (£6.8 million) 
per incident.

One of the biggest problems com-
panies face in protecting against 
fraud is the insider threat; 60 per 
cent of all attacks are carried out 
by insiders, according to IBM. The 
Dtex 2018 Insider Threat Intelligence 
Report revealed that 100 per cent of 
all organisations assessed have active 
insider threats in play.

To make matters worse, 76 per cent of 
insider incidents are not prosecuted, 
due to lack of evidence.

Many companies in banking and other 
industries are failing to detect or pros-
ecute insider frauds because their 
security systems lack visibility on sus-
picious activity. There are thousands of 
abnormal behaviours that may indicate 
a potential fraud. Behaviour intelli-
gence technology is effective because 
it can provide an early-warning signal 
for prevention and forensic evidence if 
an act is committed.

The insider threat is often from 
privileged users, who are employees, 
contractors or partners with access 

Enabling early visibility, 
with a fast signal into 
abnormal behaviour can 
help to eliminate or reduce 
that insider threat

Mark Coates
Vice president, EMEA

of assessments found the user 
utilising anonymous or private 
browsing to bypass security 
or researching how to bypass 
security measures

user threat assessments found 
some form of insider threat

of assessments found an 
unauthorised user of high-
risk applications including 
hacking tools

Dtex 2018 Insider Threat Intelligence Report
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Countering the threat from within
As the battle against insider fraud continues to intensify, the 
need for intelligent technology to counter the threat looks set 
to keep growing
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Bad blood is
being shed in
Silicon Valley

Few companies seem to encap-
sulate the worst excesses of 
Silicon Valley better than 
Theranos. The supposedly 

revolutionary blood-testing startup 
achieved a valuation of $9 billion, only 
to face allegations of hype and lies. 

John Carreyrou, a journalist at The 
Wall Street Journal, broke the story 
in 2015, just as Theranos’s product 
was on the cusp of being rolled out 
in 8,000 Walgreen pharmacy stores. 
His book, Bad Blood: Secrets and 
Lies in a Silicon Valley Startup, docu-
ments just how an alleged deception 
was nearly pulled off.

A morality tale for our times, the 
Theranos saga centres on Elizabeth 
Holmes, a serious and driven young 
woman who dropped out of Stanford 
University in 2003 to found the com-
pany when she was just 19 years old. 

“Elizabeth Holmes did not set 
out to pull a long con,” says Mr 
Carreyrou. “She really did think 
her vision for this product would 
do good for society – that it would 

competitors. When Mr Carreyrou’s 
investigations neared publica-
tion, Ms Holmes allegedly leaned 
on Rupert Murdoch, who was a late 
investor in Theranos and whose 
News Corporation group owns The 
Wall Street Journal, to kill the story.

Now indicted for criminal fraud, 
Ms Holmes is said to have cast  
herself as a victim. “She feels as if 
she is a startup founder who ended 
up failing and because she is a 
woman the press has piled in on 
her,” says Mr Carreyrou. “She has 
this Joan of Arc syndrome. She feels 
like a martyr.”

The question remains whether 
Silicon Valley will learn from her 
experience and question the uncrit-
ical adulation of startup founders. “I 
certainly believe there has been an 
evolution in the way the American 
press covers Silicon Valley, but I am 
not sure people’s values in the Silicon 
Valley echo chamber have changed,” 
says Mr Carreyrou. “Time will tell.”  

“The greatest culprit of which is Steve 
Jobs. He has been turned into such 
an icon and hero of American capital-
ism that it has created the myth of the 
startup founder who can see around 
corners and do no wrong. It has cre-
ated this culture of incredible entitle-
ment and magical thinking among 
startup founders in the Valley.”  

It is claimed that Ms Holmes’ vault-
ing ambition and idealism were poi-
soned by hubris. The corporate cul-
ture she and Theranos’s president 
Sunny Balwani fostered was alleg-
edly dysfunctional to the point of 
dehumanising. Allegedly founded 
on fear, paranoia, secrecy and bul-
lying, teams were siloed and pitted 
against each other. Unquestioning 
loyalty was demanded from employ-
ees and dissent, however well inten-
tioned, was punished with dis-
missal, it is claimed. 

She took control of all deci-
sion-making. The board could not 
achieve quorum without her and 
the company used non-disclo-
sure agreements to silence former 
employees. A culture of secrecy 
seemingly enabled a small inner cir-
cle allegedly to mislead and deceive 
Theranos staff, its board, inves-
tors, commercial partners, clients, 
members of the press and even fed-
eral regulators the Food and Drug 
Administration, and the Centers for 
Medicare and Medicaid Services.

When challenged, the lengths 
Ms Holmes and Mr Balwani alleg-
edly scaled to protect the com-
pany stretch the limits of credu-
lity. It is claimed they surveilled, 
blackmailed, intimidated and liti-
gated against critics, enemies and 

Her only problem was that 
Theranos was allegedly nowhere 
near achieving her stated goals when 
its product was brought to market. 

Ms Holmes stands accused of mak-
ing the fundamental and unforgiv-
able error of applying Silicon Valley’s 
“fake it until you make it” mindset to 
medical care, Mr Carreyrou claims. 
Releasing a “buggy” app in beta 
stage is one thing. “But she was try-
ing to build a medical product upon 
which doctors and patients make 
very important decisions – some of 
them life and death,” he says.

Some 70 per cent of doctors’ 
decisions are based on blood test 
results; a faulty Theranos product 
would endanger lives, a fact that Ms 
Holmes seemed to fail to see.

At the same time, her sin-
gle-minded drive, self-belief and 
brilliant sales pitch won her cham-
pions in high places. A Palo Alto 
native, family connections intro-
duced her to the Oracle billionaire 
Larry Ellison and the venture capi-
tal hero Tim Draper. The Theranos 
board became peopled with military 
generals, such as John “Mad Dog” 
Mattis, now secretary of defence 
in the Trump administration, and 
former secretaries of state George 
Shultz and Henry Kissinger. 

“She wows all these guys with  
larger-than-life reputations with 
her vision; she convinces them to 
join her board and they increase her 
credibility,” says Mr Carreyrou.

Ms Holmes had a unique ability to 
win people’s confidence. She idol-
ised Steve Jobs to the extent that 
she adopted a daily uniform of black 
rollnecks and affected a deep bari-
tone voice, speaking several octaves 
beneath her natural register. These 
curious qualities, combined with 
her charm, intelligence and large, 
blue and unblinking eyes created 
the aura of someone exceptional. 

“There is a myth in Silicon Valley 
around founders,” says Mr Carreyrou, 

With billions at stake, along with 
pride and reputation, business 
leaders must avoid the trap of  
making fraudulent claims

revolutionise blood testing and 
help medicine.”

With no medical training, Ms 
Holmes sought with her team to 
score an audacious hat trick that 
had eluded medical scientists for 
decades: to take diagnostic blood 
tests from a finger prick, rather 
than intravenous needle; to com-
bine multiple blood tests from vita-
min deficiency, to disease and preg-
nancy tests in one diagnostic tool; 
and to miniaturise testing equip-
ment into a portable device without 
compromising accuracy. 

The product would be low cost and 
available to use in every home in 
America. The power of such a thing 
was plain to see. It would revolution-
ise healthcare. “I believe the individ-
ual is the answer to the challenges of 
healthcare, but we can’t engage the 
individual in changing outcomes 
unless individuals have access to the 
information they need,” Ms Holmes 
said in her 2014 TED Talk.

She yearned for success. “She 
wanted to join the pantheon of tech 
startup billionaires and be the first 
woman to do so,” says Mr Carreyrou. 

01
Theranos 
headquarters, Palo 
Alto, California

02
Journalist John 
Carreyrou

03
Theranos founder 
and chief executive 
Elizabeth Holmes
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Commercial feature

Fraud committed by insiders is 
a large and growing threat to 
companies. Systems that mon-
itor abnormal behaviour have 

become a major weapon in the fi ght 
against the threat of insider fraud. But 
many companies are behind the curve 
in adopting such systems.

Here are two examples of how 
“behaviour intelligence” technologies 
are saving companies millions from the 
insider threat.

A US bank found that a new employee 
had been typing questions into Google 
frequently about how to do their job, 
much more so than any of their peers. 
The company’s security system fl ashed 
a warning signal about this abnor-
mal behaviour. It was revealed that the 
employee was a fraudster who had fab-
ricated their experience to get the job so 
they could access the company’s data.

Another bank employee was found 
to have been creating unusual 

to almost every corner of the corpo-
rate network. These individuals do 
not need to use sophisticated hack-
ing software. They can often execute 
a fraud with existing software that is 
familiar to them.

The General Data Protection 
Regulation (GDPR), which came into 
force this year, could have uninten-
tionally made this situation worse by 
making it more attractive to criminals 
to plant or bribe an insider to misap-
propriate data, with privileged users 
being primary targets.

GDPR mandates heavy fi nes for 
companies that suffer a data breach. 
Penalties can reach up to 4 per cent 
of a violators’ annual revenue, which in 
many cases will far outweigh the actual 
cost of a breach.

Rather than sell stolen data to fellow 
criminals or exact a ransom to unen-
crypt it for smaller amounts, criminals 
will extort money from organisations 
for not exposing data thefts publicly, 
which would trigger fi nes.

The ransom will be much higher than 
any sum the criminals could have pre-
viously made through black market 
sales or ransomware decryption, but 
signifi cantly lower than a GDPR fi ne. 
This could prompt companies to pay 

extortion rather than face high penal-
ties. Malicious privileged users may be 
all too willing to take a bribe, especially 
when they know that their organisa-
tions have no visibility into what they 
are doing and that a massive pay day 
would never be revealed publicly.

Mark Coates, Europe, Middle East 
and Africa (EMEA) vice president, and 
Ben Kennedy, UK and South Africa 
sales director at Dtex Systems, say that 
despite these increasing dangers, most 
companies do not have stringent sys-
tems for spotting insider threats.

“Maliciously fraudulent activity is 
increasing,” says Mr Coates. “Most 
organisations focus on monitoring 
movers, joiners and leavers. But there 
is a real insider threat from privi-
leged users, who have the ‘keys to the 

kingdom’ and are savvy about not being 
spotted. If these individuals are open 
to bribery, the rewards can be huge.

“Enabling early visibility, with a 
fast signal into abnormal behav-
iour, can help to eliminate or reduce 
that insider threat. Dtex has a library 
of thousands of patterns of abnor-
mal behaviour, scored according to 
potential threat level. We have built 
that database over 12 years to create a 
high-fi delity signal that minimises the 
number of false alerts.

“To be credible in this fi eld, you 
need deep experience in under-
standing these behaviours, so you 
can benchmark them quickly. We 
have a wealth of knowledge and 
already know what ‘bad’ looks like, 
from monitoring against peer groups, 
within and across industries.”

Mr Kennedy says a high-fi delity, or 
high-accuracy, signal cannot only 
reduce false alerts, but also often 
tell whether an employee was being 
malicious, negligent or whether they 
have been compromised. In the case 
of the two bank employee case stud-
ies, the Dtex platform uncovered 
the abnormal behaviour and showed 
that it was malicious.

In another recent fraud case, involv-
ing a non-Dtex customer, the com-
pany was not able to prove malice 
and this has been driving demand for 
more sophisticated systems that can 
help prove it, says Mr Kennedy. This is 
because such proof can be pivotal in 
achieving a prosecution. In this case, a 
lawyer was working on behalf of a bank 
in an acquisition deal. Her husband 
obtained non-public information 
from her and used it for insider trad-
ing. He had clearly acted maliciously 
and was prosecuted.

But there was not enough data to 
show whether his wife’s behaviour in 
the incident was malicious, negligent, 
compromised or innocent. A more 
sophisticated system might have been 
able to prove this by providing a more 
detailed analysis of her behaviour.

Mr Kennedy says other legal fi rms 
have since purchased Dtex because 
this case highlighted the need for more 
evidence in such circumstances.

“They want an audit trail, so they 
would have a better chance of under-
standing what had happened in a sit-
uation like this,” he says. “It would put 
them in the best position to either 
exonerate or prosecute an employee in 
a similar situation.

“A forensically sound audit trail 
makes it possible to differentiate 
between malicious, compromised 
or negligent behaviour. Without the 
audit trail, it is easy for staff to claim 
negligence or [that they were unwit-
tingly compromised].”

As more such cases come to light and 
the battle against insider fraud contin-
ues to intensify, the need for intelligent 
technology to counter it looks set to 
keep growing.

For more information please visit
www2.dtexsystems.com/info

spreadsheets with data taken from 
business systems, again through a 
warning signal about abnormal behav-
iour from its security system. By check-
ing the data against the company’s 
fi nancial statistics, the bank discovered 
they and another individual with privi-
leged access were insider dealing.

Organisations that fall victim to 
fraud on average see their share price 
fall 5 per cent on the day a breach is 
disclosed, according to the Ponemon 
Institute. Falls range from 3 per cent 
for companies with good security to 
7 per cent for companies with poor 
security. The average cost to organ-
isations is $8.7 million (£6.8 million) 
per incident.

One of the biggest problems com-
panies face in protecting against 
fraud is the insider threat; 60 per 
cent of all attacks are carried out 
by insiders, according to IBM. The 
Dtex 2018 Insider Threat Intelligence 
Report revealed that 100 per cent of 
all organisations assessed have active 
insider threats in play.

To make matters worse, 76 per cent of 
insider incidents are not prosecuted, 
due to lack of evidence.

Many companies in banking and other 
industries are failing to detect or pros-
ecute insider frauds because their 
security systems lack visibility on sus-
picious activity. There are thousands of 
abnormal behaviours that may indicate 
a potential fraud. Behaviour intelli-
gence technology is effective because 
it can provide an early-warning signal 
for prevention and forensic evidence if 
an act is committed.

The insider threat is often from 
privileged users, who are employees, 
contractors or partners with access 

Enabling early visibility, 
with a fast signal into 
abnormal behaviour can 
help to eliminate or reduce 
that insider threat

Mark Coates
Vice president, EMEA

of assessments found the user 
utilising anonymous or private 
browsing to bypass security 
or researching how to bypass 
security measures

user threat assessments found 
some form of insider threat

of assessments found an 
unauthorised user of high-
risk applications including 
hacking tools

Dtex 2018 Insider Threat Intelligence Report
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As the battle against insider fraud continues to intensify, the 
need for intelligent technology to counter the threat looks set 
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Commercial feature

The fraud industry has evolved 
in the last ten years from 
focusing almost entirely on 
simply stopping fraud and 

the subsequent losses, to balancing 
those objectives with maintaining 
a strong customer experience and 
complying with regulatory change.

Simultaneously, criminals have 
evolved and become more sophisti-
cated. Those fighting financial crime 
may see money laundering and fraud 
as the business of different depart-
ments, but criminals see no such bar-
riers. Money obtained through fraud, 
or other criminal activity, is laundered 
through accounts almost seamlessly. 

In today’s world of real-time pay-
ments, hopping the proceeds of 
crime through multiple accounts and 
out of the system helps criminals to 
gain control of their ill-gotten gains, 
and foils the attempts of law enforce-
ment to trace and stop them.

Taking a more holistic approach to 
fighting financial crime is challeng-
ing. Many organisations, particularly 
those that have grown through acqui-
sition, struggle with a legacy of multi-
ple-point solutions that are embed-
ded into core business systems. This 

results in silos and a lack of visibility 
across the financial crime life cycle; 
criminals take advantage of this.

A typical enterprise has both fraud and 
compliance departments. The fraud 
team is primarily responsible for fraud 
losses, while the compliance team helps 
the organisation to stay on the right side 
of financial crime legislation, most nota-
bly the regulations that govern money 
laundering and tax evasion. 

The departments require much of 
the same information and both must 
take appropriate action when financial 
crime is suspected, but if they don’t 
share information then neither has a 
full picture of the customer. Numerous 
systems are maintained, which means 
maintaining multiple teams with their 
own skillsets that are not transferrable.

a holistic approach to the people, pro-
cesses and solutions they use,” says 
Matt Cox, senior director of fraud, 
cyber and compliance, Europe, Middle 
East and Africa (EMEA), at FICO. “Then 
when the customer opens an account, 
or spends or moves money, the bank 
can check for money laundering and 
potential fraud at the same time. 

“If something suspicious happens, 
the customer doesn’t want two dif-
ferent phone calls from the fraud and 
compliance teams. Too often that 
happens these days, so convergence 
is a must.”

FICO is leading the enterprise man-
agement approach to financial crime 
by helping their clients tackle both 
fraud and compliance. The analytics 
software firm, which has the world’s 
leading payments fraud management 
system, identified the issues silos were 
creating several years ago and in 2016 it 
acquired TONBELLER, which has a large 
footprint in the compliance space. 

“Forward-looking organisations are 
considering how they bring people, 
processes and technology together,” 
says Mr Cox. “Over half of our clients 
consider a converged financial crime 
operating model to be their next logical 
step. Convergence allows enterprises 
to protect all channels, protect their 
customers, create a consistent cus-
tomer experience and maximise loss 
prevention and revenue. At the same 
time, institutions can remain compliant 
and can take more responsibility for 
financial crime across the life cycle.”

FICO’s approach to tackling all aspect 
of  financial crime builds on its signif-
icant history of using artificial intelli-
gence and machine-learning. FICO uses 
multiple, patented machine-learning 
techniques to look for behavioural 
anomalies that could indicate either 
fraud or money laundering. 

“We were the first to bring 
machine-learning to fraud in the US 
and then took it around the world,” 
says Mr Cox. “Now we’re applying the 
technology to beat more types of 
financial crime.”

For more information please visit 
FICO.com/fraud 

Matt Cox
Senior director of fraud, cyber and 
compliance, EMEA, FICO

Convergence of fraud
and compliance in fight 
against financial crime

To build better customer relationships  
and increase profits, enterprises must 
converge their fraud and compliance 
solutions, and remove the silos that allow 
sophisticated criminals to take advantage

Customers can become frustrated 
with the inconsistency, such as 
having to provide the same informa-
tion twice, and cases are often pro-
gressed inadequately when informa-
tion is not available when needed. 
Running in silos makes the depart-
ments more costly to run, increases 
losses and prevents less financial 
crime, all impacting the bottom line.

“The fraud and compliance func-
tions need to come together and take 

payment cards protected worldwide 
by FICO’s fraud management system

transactions a day screened by FICO 
technology for money laundering and 
other financial crimes

2.6bn
0.5bn

fico.com/fraud

Banks cannot
open up to
criminals
New rules designed 
to open up banking 
and provide a better 
deal for customers 
require increased 
vigilance against 
possible fraud

A new era in banking is upon 
us. In January, open bank-
ing was launched across 
the European Union, giv-

ing a new generation of service pro-
viders a chance to thrive. 

At the heart of the movement is 
data-sharing. Open banking, under 
the EU Revised Payment Services 
Directive, or PSD2, means third par-
ties can link up to a consumer’s high 
street bank account, so long as he 
or she consents. Mobile app Yolt is a 
great example. It gathers data from 
a consumer’s multiple accounts and 
provides an aggregated overview of 
their spending habits. 

But open banking might also 
mean a new era of fraud. RBS chair-
man Howard Davies warns: “We are 
not confident that our customers’ 
data will be protected from hack-
ers and thieves. We cannot refuse 
to hand over data because that’s 
what the legislation says, but we 
will have to try to educate people 
to understand the vulnerability.”

So what are the new threats? 
“Copycat websites could pretend 
to be third-party providers,” says 
Chris Moses, operations manager 
of Blackstone Consulting, a pri-
vate security agency. “Or a scam-
mer could hack into a third party 
to gain access to information held 
in current account statements. 
Or pose as a third party in cor-
respondence to extort informa-
tion. This could then allow them 
to fraudulently access customers’ 
money. Information, such as who 
your utility contract is with, could 
be used to extract money as part of 
a more complex scam.”

And it might not always be hack-
ers misusing data. Legitimate third-
party providers may be the ones 
with a lackadaisical view on how 
consumer data can be used. Alex 
Bray, assistant vice president of con-
sumer banking at Genpact, a tech-
nology and consulting company, 
sees an obvious potential abuse.

He says: “Customer data could be 
used for purposes other than those 
agreed by the customer; for exam-
ple, their data could be sold on to 
unscrupulous marketers or fraud-
sters for use in identity theft.” 
This can cause a ripple of future 
problems. “Fraudsters could phish 
for client details tricking custom-
ers into giving approval to access 
account information. This data 
could then be used to dupe cus-
tomers into providing more sensi-
tive data later.” 

Mr Bray stresses that startsups 
could be especially vulnerable. 
After all, high street banks have 
spent billions building up their 
digital infrastructure. Startups 
may be learning as they go. 

The good news is that hackers 
will struggle to find a way through 
the “front door”, so to speak. Open 
banking is built on a trusted archi-
tecture called an API (application 

programming interface). But 
there is an inferior method called 
screen-scraping still in use, in 
which the third party essentially 
imitates a user and goes via the 
consumer login. This means they 
need to know the consumer pass-
word in full and be able to use it in 
an unencrypted form. 

Frans Labuschagne, head of UK 
and Ireland at Entersekt, a security 
company, says: “Screen-scraping 
will eventually be banned, under 
regulations taking effective from 
September 2019. But, until then, 
some third-party apps and web-
sites may still rely on this method 
of accessing your data. Banks 
can’t block screen-scraping; how-
ever, they could refuse to refund 
fraud losses if you choose to share 
login details with a firm that isn’t 
authorised and regulated by the 
Financial Conduct Authority or 
another European regulator.” 

Naturally, only the very techni-
cally minded consumer will know 
which apps use screen-scraping. 
The rest of us will go in blind.

With all this in mind it is reas-
suring to see high street banks 
investing huge sums in identify-
ing anomalous behaviour. Real-
time analytics, for example, is at 
the forefront of risk reduction. 
Kai Grunwitz, Europe, Middle 
East and Africa senior vice presi-
dent at NTT Security, says: “Banks 
need to mitigate new fraud risks 
by implementing controls based 

on advanced analytics to detect 
fraud attacks. Real-time risk  
analysis must detect abnormal 
behaviour in requests originating 
from third-party providers, iden-
tify suspicious transactions and, 
most importantly, detect atypical 
API calls.” 

This proactive approach can 
include dynamic biometrics in 
which consumer voice, typing and 
mouse movements are analysed 

for irregular patterns. John Erik 
Setsaas, identity architect at 
Signicat, a provider of digital iden-
tity services, says: “With dynamic 
biometrics, the bank can monitor 
usage patterns and raise flags if 
deviations occur. We’ve been speak-
ing to several banks about how dig-
ital identity will make it simpler to 
grant and revoke access to a custom-
er’s account, and reduce the risk of 
access being in any way porous.” 

The proliferation 
of third-party apps 
that can link up to 
a customer’s bank 
account presents a 
new challenge for 
data security and 
new opportunities 
for fraudsters
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I n his evidence before the 
Treasury select committee of 
MPs, Donald Toon from the 
National Crime Agency, said: 

“It would be realistic to say that 
hundreds of billions are laundered 
through the UK annually.”

To address the threat posed by 
financial crime, successive govern-
ments have introduced a plethora 
of legislative provisions to tackle 
money laundering, bribery, market 
manipulation, fraud and the financ-
ing of terrorism.  

These have achieved some lev-
els of success and indeed the recent 
Future Financial Crime Risks report 
from LexisNexis Risk Solutions found 
that 76 per cent of compliance pro-
fessionals expected legislation to 
decrease money laundering in the 
UK. Terrorism financing, however, is 
not only very difficult, if not impossi-
ble, to prevent, it is also a subject that 
no one wants to discuss.  

The European Union is suffering 
from the second decade of the most 
intense wave of international terror-
ism since the 1970s, when countries 
have been subjected to an increasing 
amount of low-cost terrorist attacks. 

These attacks have three common 
themes: evidence of a sophisticated 
terrorist support network; the use of 
low capability weapons; and inexpen-
sive acts of terrorism. 

For example, recent acts in 
Barcelona, London, Paris and 
Stockholm have involved terrorists 
using a rental vehicle to target pedes-
trians. Of course, the relative ease of 
self-funding this vehicle rental pro-
vides further evidence to demonstrate 
how inexpensive forms of terrorism 
can exploit loopholes in counter-ter-
rorist financing legislation.  

Preventing terror financing is 
extremely difficult because of the 
large number of funding mecha-
nisms. Traditionally, terrorists relied 
on two sources of funding: state and 
private sponsors. 

Since the terrorist attacks in 2001, 
state-sponsored acts of terrorism have 
declined and terrorists have gener-
ated funds through a broad spectrum 
of illegal mechanisms, including kid-
nap for ransom, armed robberies, 
drug trafficking, counterfeiting and 
the sale of conflict diamonds. 

However, fraud has now become 
the crime of choice for terrorists who 
have acquired funding via benefit and 
credit card fraud, identity theft and 
the sale of counterfeit goods.  

The association between terrorism 
financing and fraud was first asso-
ciated with the IRA, who accrued its 
funding via tax fraud. The Financial 
Action Task Force has also noted that 

al-Qaeda often receives funding via 
credit card fraud. 

In the UK, the connection between 
terrorism and fraud is illustrated by 
the conviction of Yahya Rashid, who 
spent his student loan and other 
grants on travelling to join Islamic 
State, and it has been suggested that 
suicide bomber Salman Abedi used 
taxpayer student loans to fund the 
Manchester Arena attack. 

Charities are also susceptible to 
abuse by terrorists who are seeking to 
accrue finances via the exploitation of 
charitable payments. Following 9/11, 
it was estimated that approximately 
30 per cent of al-Qaeda finances were 
obtained from misapplied charita-
ble donations and, as a result, the US 
Treasury Department blocked the 
finances of 40 charities, including the 
Holy Land Foundation in Texas.  

Terrorists will seek to use associ-
ated charities because it provides an 
element of authenticity for the trans-
fer of funding, a technique that has 
been frequently used by Boko Haram 
across Africa too. 

Closer to home, the Home Office 
identified the link between terrorism 
financing and charities in 2017 when 
is reported that charitable dona-
tions worth hundreds of thousands 
of pounds were unwittingly sent to 
Islamic extremists. Interestingly, the 
Home Office refused to publish the 
full report, thus limiting understand-
ing of this funding stream.  

The threat posed by terrorism and 
its financing is unprecedented, and 
there are clear gaps within the exist-
ing counter-terrorism financing legis-
lative frameworks that require a radi-
cal rethink. 

Unless these legislative deficien-
cies are tackled, terrorists will con-
tinue to attract funds via an unprec-
edented array of illegal mechanisms. 
It is essential that law enforce-
ment agencies and the Charities 
Commission work together to limit 
this attractive and common funding 
stream for terrorists.

‘Fraud has now  
become the crime of 
choice for terrorists’

Consumer opinion on open banking and data-sharing PwC 2018

How the data will be used and how you can keep track of it 

Invasion of privacy 

Abuse of information 

Need to ask for permission 

Security – in general 

Unsolicited contact/spam 

Regulation, such as who can access this data 

Concerned – in general 

A lot of data is shared already

Dr Nicholas Ryder
Professor of financial crime
University of the West of England
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Commercial feature

The fraud industry has evolved 
in the last ten years from 
focusing almost entirely on 
simply stopping fraud and 

the subsequent losses, to balancing 
those objectives with maintaining 
a strong customer experience and 
complying with regulatory change.

Simultaneously, criminals have 
evolved and become more sophisti-
cated. Those fighting financial crime 
may see money laundering and fraud 
as the business of different depart-
ments, but criminals see no such bar-
riers. Money obtained through fraud, 
or other criminal activity, is laundered 
through accounts almost seamlessly. 

In today’s world of real-time pay-
ments, hopping the proceeds of 
crime through multiple accounts and 
out of the system helps criminals to 
gain control of their ill-gotten gains, 
and foils the attempts of law enforce-
ment to trace and stop them.

Taking a more holistic approach to 
fighting financial crime is challeng-
ing. Many organisations, particularly 
those that have grown through acqui-
sition, struggle with a legacy of multi-
ple-point solutions that are embed-
ded into core business systems. This 

results in silos and a lack of visibility 
across the financial crime life cycle; 
criminals take advantage of this.

A typical enterprise has both fraud and 
compliance departments. The fraud 
team is primarily responsible for fraud 
losses, while the compliance team helps 
the organisation to stay on the right side 
of financial crime legislation, most nota-
bly the regulations that govern money 
laundering and tax evasion. 

The departments require much of 
the same information and both must 
take appropriate action when financial 
crime is suspected, but if they don’t 
share information then neither has a 
full picture of the customer. Numerous 
systems are maintained, which means 
maintaining multiple teams with their 
own skillsets that are not transferrable.

a holistic approach to the people, pro-
cesses and solutions they use,” says 
Matt Cox, senior director of fraud, 
cyber and compliance, Europe, Middle 
East and Africa (EMEA), at FICO. “Then 
when the customer opens an account, 
or spends or moves money, the bank 
can check for money laundering and 
potential fraud at the same time. 

“If something suspicious happens, 
the customer doesn’t want two dif-
ferent phone calls from the fraud and 
compliance teams. Too often that 
happens these days, so convergence 
is a must.”

FICO is leading the enterprise man-
agement approach to financial crime 
by helping their clients tackle both 
fraud and compliance. The analytics 
software firm, which has the world’s 
leading payments fraud management 
system, identified the issues silos were 
creating several years ago and in 2016 it 
acquired TONBELLER, which has a large 
footprint in the compliance space. 

“Forward-looking organisations are 
considering how they bring people, 
processes and technology together,” 
says Mr Cox. “Over half of our clients 
consider a converged financial crime 
operating model to be their next logical 
step. Convergence allows enterprises 
to protect all channels, protect their 
customers, create a consistent cus-
tomer experience and maximise loss 
prevention and revenue. At the same 
time, institutions can remain compliant 
and can take more responsibility for 
financial crime across the life cycle.”

FICO’s approach to tackling all aspect 
of  financial crime builds on its signif-
icant history of using artificial intelli-
gence and machine-learning. FICO uses 
multiple, patented machine-learning 
techniques to look for behavioural 
anomalies that could indicate either 
fraud or money laundering. 

“We were the first to bring 
machine-learning to fraud in the US 
and then took it around the world,” 
says Mr Cox. “Now we’re applying the 
technology to beat more types of 
financial crime.”

For more information please visit 
FICO.com/fraud 

Matt Cox
Senior director of fraud, cyber and 
compliance, EMEA, FICO

Convergence of fraud
and compliance in fight 
against financial crime

To build better customer relationships  
and increase profits, enterprises must 
converge their fraud and compliance 
solutions, and remove the silos that allow 
sophisticated criminals to take advantage

Customers can become frustrated 
with the inconsistency, such as 
having to provide the same informa-
tion twice, and cases are often pro-
gressed inadequately when informa-
tion is not available when needed. 
Running in silos makes the depart-
ments more costly to run, increases 
losses and prevents less financial 
crime, all impacting the bottom line.

“The fraud and compliance func-
tions need to come together and take 

payment cards protected worldwide 
by FICO’s fraud management system

transactions a day screened by FICO 
technology for money laundering and 
other financial crimes

2.6bn
0.5bn

fico.com/fraud

Banks cannot
open up to
criminals
New rules designed 
to open up banking 
and provide a better 
deal for customers 
require increased 
vigilance against 
possible fraud

A new era in banking is upon 
us. In January, open bank-
ing was launched across 
the European Union, giv-

ing a new generation of service pro-
viders a chance to thrive. 

At the heart of the movement is 
data-sharing. Open banking, under 
the EU Revised Payment Services 
Directive, or PSD2, means third par-
ties can link up to a consumer’s high 
street bank account, so long as he 
or she consents. Mobile app Yolt is a 
great example. It gathers data from 
a consumer’s multiple accounts and 
provides an aggregated overview of 
their spending habits. 

But open banking might also 
mean a new era of fraud. RBS chair-
man Howard Davies warns: “We are 
not confident that our customers’ 
data will be protected from hack-
ers and thieves. We cannot refuse 
to hand over data because that’s 
what the legislation says, but we 
will have to try to educate people 
to understand the vulnerability.”

So what are the new threats? 
“Copycat websites could pretend 
to be third-party providers,” says 
Chris Moses, operations manager 
of Blackstone Consulting, a pri-
vate security agency. “Or a scam-
mer could hack into a third party 
to gain access to information held 
in current account statements. 
Or pose as a third party in cor-
respondence to extort informa-
tion. This could then allow them 
to fraudulently access customers’ 
money. Information, such as who 
your utility contract is with, could 
be used to extract money as part of 
a more complex scam.”

And it might not always be hack-
ers misusing data. Legitimate third-
party providers may be the ones 
with a lackadaisical view on how 
consumer data can be used. Alex 
Bray, assistant vice president of con-
sumer banking at Genpact, a tech-
nology and consulting company, 
sees an obvious potential abuse.

He says: “Customer data could be 
used for purposes other than those 
agreed by the customer; for exam-
ple, their data could be sold on to 
unscrupulous marketers or fraud-
sters for use in identity theft.” 
This can cause a ripple of future 
problems. “Fraudsters could phish 
for client details tricking custom-
ers into giving approval to access 
account information. This data 
could then be used to dupe cus-
tomers into providing more sensi-
tive data later.” 

Mr Bray stresses that startsups 
could be especially vulnerable. 
After all, high street banks have 
spent billions building up their 
digital infrastructure. Startups 
may be learning as they go. 

The good news is that hackers 
will struggle to find a way through 
the “front door”, so to speak. Open 
banking is built on a trusted archi-
tecture called an API (application 

programming interface). But 
there is an inferior method called 
screen-scraping still in use, in 
which the third party essentially 
imitates a user and goes via the 
consumer login. This means they 
need to know the consumer pass-
word in full and be able to use it in 
an unencrypted form. 

Frans Labuschagne, head of UK 
and Ireland at Entersekt, a security 
company, says: “Screen-scraping 
will eventually be banned, under 
regulations taking effective from 
September 2019. But, until then, 
some third-party apps and web-
sites may still rely on this method 
of accessing your data. Banks 
can’t block screen-scraping; how-
ever, they could refuse to refund 
fraud losses if you choose to share 
login details with a firm that isn’t 
authorised and regulated by the 
Financial Conduct Authority or 
another European regulator.” 

Naturally, only the very techni-
cally minded consumer will know 
which apps use screen-scraping. 
The rest of us will go in blind.

With all this in mind it is reas-
suring to see high street banks 
investing huge sums in identify-
ing anomalous behaviour. Real-
time analytics, for example, is at 
the forefront of risk reduction. 
Kai Grunwitz, Europe, Middle 
East and Africa senior vice presi-
dent at NTT Security, says: “Banks 
need to mitigate new fraud risks 
by implementing controls based 

on advanced analytics to detect 
fraud attacks. Real-time risk  
analysis must detect abnormal 
behaviour in requests originating 
from third-party providers, iden-
tify suspicious transactions and, 
most importantly, detect atypical 
API calls.” 

This proactive approach can 
include dynamic biometrics in 
which consumer voice, typing and 
mouse movements are analysed 

for irregular patterns. John Erik 
Setsaas, identity architect at 
Signicat, a provider of digital iden-
tity services, says: “With dynamic 
biometrics, the bank can monitor 
usage patterns and raise flags if 
deviations occur. We’ve been speak-
ing to several banks about how dig-
ital identity will make it simpler to 
grant and revoke access to a custom-
er’s account, and reduce the risk of 
access being in any way porous.” 

The proliferation 
of third-party apps 
that can link up to 
a customer’s bank 
account presents a 
new challenge for 
data security and 
new opportunities 
for fraudsters

OPEN BANKING
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CHARLES ORTON-JONES

OPINION COLUMN

I n his evidence before the 
Treasury select committee of 
MPs, Donald Toon from the 
National Crime Agency, said: 

“It would be realistic to say that 
hundreds of billions are laundered 
through the UK annually.”

To address the threat posed by 
financial crime, successive govern-
ments have introduced a plethora 
of legislative provisions to tackle 
money laundering, bribery, market 
manipulation, fraud and the financ-
ing of terrorism.  

These have achieved some lev-
els of success and indeed the recent 
Future Financial Crime Risks report 
from LexisNexis Risk Solutions found 
that 76 per cent of compliance pro-
fessionals expected legislation to 
decrease money laundering in the 
UK. Terrorism financing, however, is 
not only very difficult, if not impossi-
ble, to prevent, it is also a subject that 
no one wants to discuss.  

The European Union is suffering 
from the second decade of the most 
intense wave of international terror-
ism since the 1970s, when countries 
have been subjected to an increasing 
amount of low-cost terrorist attacks. 

These attacks have three common 
themes: evidence of a sophisticated 
terrorist support network; the use of 
low capability weapons; and inexpen-
sive acts of terrorism. 

For example, recent acts in 
Barcelona, London, Paris and 
Stockholm have involved terrorists 
using a rental vehicle to target pedes-
trians. Of course, the relative ease of 
self-funding this vehicle rental pro-
vides further evidence to demonstrate 
how inexpensive forms of terrorism 
can exploit loopholes in counter-ter-
rorist financing legislation.  

Preventing terror financing is 
extremely difficult because of the 
large number of funding mecha-
nisms. Traditionally, terrorists relied 
on two sources of funding: state and 
private sponsors. 

Since the terrorist attacks in 2001, 
state-sponsored acts of terrorism have 
declined and terrorists have gener-
ated funds through a broad spectrum 
of illegal mechanisms, including kid-
nap for ransom, armed robberies, 
drug trafficking, counterfeiting and 
the sale of conflict diamonds. 

However, fraud has now become 
the crime of choice for terrorists who 
have acquired funding via benefit and 
credit card fraud, identity theft and 
the sale of counterfeit goods.  

The association between terrorism 
financing and fraud was first asso-
ciated with the IRA, who accrued its 
funding via tax fraud. The Financial 
Action Task Force has also noted that 

al-Qaeda often receives funding via 
credit card fraud. 

In the UK, the connection between 
terrorism and fraud is illustrated by 
the conviction of Yahya Rashid, who 
spent his student loan and other 
grants on travelling to join Islamic 
State, and it has been suggested that 
suicide bomber Salman Abedi used 
taxpayer student loans to fund the 
Manchester Arena attack. 

Charities are also susceptible to 
abuse by terrorists who are seeking to 
accrue finances via the exploitation of 
charitable payments. Following 9/11, 
it was estimated that approximately 
30 per cent of al-Qaeda finances were 
obtained from misapplied charita-
ble donations and, as a result, the US 
Treasury Department blocked the 
finances of 40 charities, including the 
Holy Land Foundation in Texas.  

Terrorists will seek to use associ-
ated charities because it provides an 
element of authenticity for the trans-
fer of funding, a technique that has 
been frequently used by Boko Haram 
across Africa too. 

Closer to home, the Home Office 
identified the link between terrorism 
financing and charities in 2017 when 
is reported that charitable dona-
tions worth hundreds of thousands 
of pounds were unwittingly sent to 
Islamic extremists. Interestingly, the 
Home Office refused to publish the 
full report, thus limiting understand-
ing of this funding stream.  

The threat posed by terrorism and 
its financing is unprecedented, and 
there are clear gaps within the exist-
ing counter-terrorism financing legis-
lative frameworks that require a radi-
cal rethink. 

Unless these legislative deficien-
cies are tackled, terrorists will con-
tinue to attract funds via an unprec-
edented array of illegal mechanisms. 
It is essential that law enforce-
ment agencies and the Charities 
Commission work together to limit 
this attractive and common funding 
stream for terrorists.

‘Fraud has now  
become the crime of 
choice for terrorists’

Consumer opinion on open banking and data-sharing PwC 2018

How the data will be used and how you can keep track of it 

Invasion of privacy 

Abuse of information 

Need to ask for permission 

Security – in general 

Unsolicited contact/spam 

Regulation, such as who can access this data 

Concerned – in general 

A lot of data is shared already

Dr Nicholas Ryder
Professor of financial crime
University of the West of England

Vulnerability to fraud/identity theft/hacking 38%
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ILLEGAL 
INSIDERS
According to the latest research, occupational 
or internal fraud is more often than not 
perpetrated by a man in a position of authority 
who is out for personal gain through the 
deliberate misuse of a company’s resources 
or assets. Exploring the data associated with 
this type of crime can help organisations 
understand the patterns to look out for and the 
common characteristics of a typical offender
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this type of crime can help organisations 
understand the patterns to look out for and the 
common characteristics of a typical offender

Age

Male Median lossFemale

Percentage of cases

M
ed

ia
n 

lo
ss

 ($
k)

0%

50

0

100

150

200

250

700

750

2% 4% 6% 8% 10% 12% 14% 16%

Occupational fraudsters by age

Occupational fraudsters by gender

Occupational fraudsters by seniority

Departments that pose the greatest risk for 
occupational fraud

2018 Report to the Nations, Association of Certifi ed Fraud Examiners
Based on more than 2,000 cases of occupational fraud worldwide

Median loss ($k)Percentage of cases

69%
$156k$89k

31%

Owner/
executive

Manager

Other

Employee

32%

38%

3%

27%

<26 5% 23

26-30 10% 40

31-35 15% 100

36-40 19% 100

41-45 19% 200

46-50 14% 250

51-55 9%

56-60 6% 480

>60 3%52% $90k
of all reported frauds over 
the past 24 months were 
cases of internal fraud, 
up from 46 per cent in 2016

average loss for 
organisations as a result 
of occupational fraud

237

355

Accounting

Executive/upper 
management

Operations

Sales

Customer service

Other

Finance

Purchasing

Facilities and maintenance

Warehousing/inventory

Information technology

Marketing/PR

Manufacturing 
and production

Human 
resources

Administrative 
support

Global Economic Crime and 
Fraud Survey 2018, PwC

Skimming

Non-cash

Corruption

Check/payment tampering

Cash on hand

Billing

Expense reimbursements

Cash theft

Most common occupational fraud schemes by industry
Based on more than 2,000 cases of occupational fraud worldwide; least common frauds such 
as fi nancial statement fraud, payroll fraud and register disbursements have been omitted 

Percentage of cases Median loss ($k)

Government and 
public administration

Energy

Professional 

services

M
anufacturing

C
on

st
ru

ct
io

n

In
su

ra
nc

e

Technology

Transportation and 

warehousing
Banking and 

fi nancial services

Healthcare

Food service and 

hospitality

Religious, charitable 

or social services

Ar
ts

, e
nt

er
ta

in
m

en
t 

an
d 

re
cr

ea
tio

n

Ed
uc

at
io

n

Retai
l

300

258

240

227

153

150

140

125
110

100

90

90

88

68

50

10

27

53

12

12

10

10

20

20

21

10
26

26 26

25

27

37

15

15

15

15

16

8

8

8
8

9

9

2

8

10

8

7

7 5

11

3

26

12

19

18

18

17

8

9
9

12

13

13

20

20

20

30

22
29

36

19

19

19

11

14

16

14

11

11

11

19

6

6

9

17

51

42

45

42

46
50

36

36

29

34

40

32

38

28

13

28

23

11

32

28

22
11

19

24

19

18
18

19

34

15

7

13

11

6

13

11
9

12

12

12

23 23

23

23

17 17

28

14

13

Median loss ($k)



10 RACONTEUR.NET 11FIGHTING FRAUD

Combat the hidden 
threats of identity  
and application fraud

As the world moves away from face-to-face  
commerce, the opportunity for fraud increases. 
Highly sophisticated and organised criminals  
are constantly targeting organisations, from  
global corporations through to SMEs.

Bonafidee’s global digital engagement platform 
gives organisations a competitive edge and  
mitigates the risks of identity theft and online fraud. 

Using Bonafidee Advanced e-Forms enables  
users to create professional, customised,  
interactive e-forms, quickly and simply.  Bonafidee 
will then only present these once an individual has 
successfully proven their identity.  Delivering only 
completed e-forms from verified individuals with 
an electronic feed of the contents, corresponding 
consents and a signed, sealed evidence pack to 
give you the confidence to automate and  
streamline your processes.

Bonafidee is helping organisations meet their legal 
and regulatory obligations, GDPR and personal 
data security compliance at the same time as 
combatting fraud, delivering efficiencies and cost 
savings.

www.bonafidee.com
0345 319 3075

Fraud now
threatens the
way we live
Fraud, like the 
mythical Hydra of 
Ancient Greece, is 
a many-headed foe 
that is capable of 
disrupting society in 
a number of ways

DESTABLISING ECONOMIES

OLIVER GRIFFIN

Those tasked with 
fighting fraud and 
preventing the 
destabilisation of 
global economies 
have to stay one  
step ahead
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F raud has existed since 
time immemorial. The 
first recorded instance was 
in 300BC, committed by 

an incompetent Greek seafaring 
merchant called Hegestratos. He 
planned to defraud an insurer by 
sinking his ship, empty of cargo, 
and selling the corn supposed to 
be on board. Unfortunately for 
Hegestratos, his scheme was discov-
ered and he drowned after escaping 
his passengers, no doubt angry at 
his plan to kill them.

Fast forward to the 21st century 
and the capabilities of fraudsters 
have reached new heights, to the 
point where they now pose the risk 
of destabilising global economies 
and governments. 

In 2016, Colombian hacker Andrés 
Sepúlveda confessed to rigging elec-
tions across Latin America during 
an eight-year period. Since then, 
the UK’s Brexit vote and the United 
States’ election of Donald Trump as 
president have come under scrutiny 
as investigations probe whether or 
not hackers influenced voters with 
fake news.

“The fraud schemes we see are 
always changing, as the ways in 
which people interact with each 
other change,” says Fran Marwood, 
investigations partner in the 
forensic services team at big-four 
accounting firm PwC.  

“Fraud has evolved massively over 
the 20 years I’ve been investigating 
it. The two biggest factors have been 
the increase in global communica-
tions, and the huge developments 
we’ve seen in technology and the use 
of data. Smartphones are only just 
over ten years old, which puts the 
changes into perspective.”   

Financial crime and other fraud 
has the capacity to destabilise global 
economies through its ability to steal 
increasingly large sums of money 
and change the path of history as 

fraudsters manipulate events for 
their own means. 

But while the impact of electoral 
fraud has demonstrated its power to 
threaten economies’ growth, finan-
cial fraud still continues to rear its 
head. In January it emerged that a 
middle manager and a subordinate 
in India’s Punjab National Bank had 
quietly executed a fraud since 2011, 
stealing some $1.8 billion. 

“The fraud didn’t go down well 
with the regulators, with the politi-
cal machinery and of course with the 
general public,” says Tarun Bhatia, 
managing director and head of South 
Asia in Kroll’s investigations and dis-
putes practice. “It happened in a sec-
tor which has seen similar issues, so 
there was also concern around lack of 
learning and processes in place.”

A PwC report published earlier this 
year found that more businesses 
had experienced fraud in 2017 than 
in 2016, increasing to 49 per cent of 
respondents from 36 per cent pre-
viously. The firm’s Global Economic 
Crime and Fraud Survey also found 
that cybercrime is predicted to be the 
most disruptive fraud facing organi-
sations over the next two years. 

As problematic as they are, finan-
cial crimes are far from the most 
sinister plans that fraudsters could 
hack to destabilise global econo-
mies. Campaigns of misinformation 
can also trick populations into let-
ting their guard down, with poten-
tially devastating results.

A recent study by the American 
Journal of Public Health found that 
online trolls from Russia posted 
tweets for and against vaccina-
tion, with the aim of sowing dis-
cord among the US population. 
“Accounts masquerading as legiti-
mate users create false equivalency, 
eroding public consensus on vac-
cination,” the report says, explain-
ing that the trolls were attempting 
to bring further division to US soci-
ety, as well as eroding public faith in 
important vaccines. 

A sudden drop in vaccine use could 
significantly destabilise global econ-
omies and the US might be the first 
victim. Illness costs countries bil-
lions every year, but a serious pan-
demic, caused by a rise in infectious 
diseases due to less people vaccinat-
ing their children, could decimate 
economies. The Spanish flu, which 
lasted from 1918 to 1920, is thought 
to have killed 100 million people and 
wiped around $4 trillion from global 
GDP, around 5 per cent of the total. 

Fraudsters sowing discord to stop 
countries from fulfilling important 

vaccination programmes could have 
a similarly devastating impact. The 
World Bank forecasts that a global 
pandemic would have an equally 
disastrous effect on the 21st-century 
world economy. 

The threat posed by fraud to dest-
abilise global economies should not 
be underestimated. Criminals get 
more organised and pose different 
challenges to those who are trying 
to thwart them.  

“It’s starting to get more and more 
sophisticated to stop fraudsters 
attacking,” says Nick Mothershaw, 
director of fraud and identity solu-
tions at Experian. “They’ll up the 
ante and we’ll get better at defend-
ing. It’s a guerrilla warfare; it 

continues to be so, but we are get-
ting better at it.”

The fact is that the fight against 
fraud is an ever-evolving arms race. 

The threat fraudsters pose to busi-
nesses, governments and other 
organisations means those tasked 
with fighting fraud and preventing 
the destabilisation of global econo-
mies have to stay one step ahead. 

“The biggest factor here is tech-
nology, and the opportunities that 
it presents fraudsters to steal cash 
and other assets,” Mr Marwood 
says. “I have no doubt that these 
opportunities will increase and 
develop over time. Technology 
has two sides though, and can be 
highly effective in preventing and 
detecting fraud. The worst-case 
scenario is that government, busi-
nesses and individuals don’t keep 
up with the fraudsters.” 

Reported fraud and economic crime by region
Percentage of companies that have been a victim  
within the past 24 months

While prevalence is higher in certain regions, this is only the reported rate, where companies  
are actually aware they have been victims of fraud and economic crime PwC 2018
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33% 
47%

40% 
45%

57% 
62%

30% 
46%

25% 
35%

28% 
53%

37% 
54%

Commercial feature

How has the digital threat landscape 
evolved in recent years?
A key change that we’ve seen in the dig-
ital space is the way the fraudsters have 
come together to form a community. 
Undoubtedly the dark web has played a 
huge role in this, but it is now common-
place to see information being shared  
on open social networks to help each 
other succeed in perpetrating fraud. 
There’s also a big market for tools that 
can launch malware, phishing scams and 
more. This has made it much easier for 
fraudsters to launch fraud attacks as the 
hard work is done. There’s now even a 
growing market for “fraud-as-a-service” 
where you can ask for a certain organisa-
tion to be targeted and they will do it for 
you. These are highly professional outfi ts 
that offer 24-hour support, a choice of 
payment options and will interact openly 
with you on social media.

In what ways is fraud typically carried 
out in the digital world?
We could talk all day about the differ-
ent types of fraud in the digital world. 
The Nigerian Prince scam is still the 
most common, though in different 
guises and now not just via email, but 
also Facebook, LinkedIn, instant mes-
saging and more. Phishing is still prev-
alent, where malware links are sent to 
people via email, though SMishing is 

Tim Ayling, global head of Fraud Prevention Solutions at Kaspersky 
Lab, calls for businesses to remember the crucial ‘information’ 
element in information technology as the evolution of fraud 
threatens them both fi nancially and reputationally in the digital age

Digital platforms bring 
fraudsters together to 
threaten business

also popular where email is replaced by 
SMS. Moreover, besides new and tradi-
tional kinds of malware, other means are 
used either to get access to a legitimate 
account or to steal login credentials. 
Social engineering is still popular, while 
the use of automated tools, such as bots 
or remote access software, are on the 
rise. While organisations across all verti-
cals will have fraud prevention measures 
in place to fi ght this, fraudsters offer 
training and knowledge-sharing to help 
fi nd a way past well-known fraud man-
agement solutions. 

What are the fi nancial and reputa-
tional consequences of suffering 
digital fraud?
That’s a very timely question, with the 
European Union’s GDPR (General Data 
Protection Regulation) having come into 
effect in May. If breached, businesses 
can now be fi ned either €20 million or 
4 per cent of global turnover, whichever 
is greater. That’s a massive incentive for 
organisations to do the right thing when 
it comes to protecting their customers’ 
personal information. Of course, fraud 
can occur without a data breach, so 
GDPR isn’t the be all and end all of it, but 
it helps bring these issues to board level 
as there’s an immediate potential of a 
crippling fi ne. Before GDPR, the bigger 
problem was brand damage. What 
we’ve learnt is that much depends on 
the response to these attacks and any 
fraud-related issues. People tend to be 
forgiving of organisations that are open 
about a breach, but punish those that 
are more secretive.

How does Kaspersky Fraud Prevention 
help companies protect their busi-
ness and customers? 
Kaspersky’s success is built on the 
threat intelligence information we have 
gathered during more than 21 years in 
the security industry. In 2017 alone, we 
discovered an average of 3.25 million 
online attacks a day. This is unprece-
dented in the fraud prevention indus-
try and hugely important. Over the 
past 20 to 30 years, organisations of all 
sizes have spent billions, if not trillions, 

of pounds on technology. While this 
has certainly brought effi ciencies, it 
has not really provided competitive 
advantage. Businesses are now waking 
up to the importance of the informa-
tion piece of IT. Technology without 
information is limited and fl awed. In 
the fi nance sector, for example, we 
identifi ed 294 fraudulent accounts 
in four different banks connected to 
Kaspersky Fraud Prevention Cloud and 
uncovered a massive cross-banking 
money laundering group. In retail, we 
identifi ed and blocked a fraudulent 
scheme involving 3,000 accounts in a 
network loyalty programme. Kaspersky 
Fraud Prevention will continue to use 
that information for good, and sup-
plement it with new information and 
technology through behavioural ana-
lytics, biometrics, machine-learning 
and device analysis. 

For more information please visit 
kaspersky.co.uk/enterprise-security/
fraud-prevention

Digital platforms bring Digital platforms bring Digital platforms bring 
fraudsters together to 

Tim Ayling
Global head of Fraud Prevention 
Solutions, Kaspersky Lab
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Combat the hidden 
threats of identity  
and application fraud

As the world moves away from face-to-face  
commerce, the opportunity for fraud increases. 
Highly sophisticated and organised criminals  
are constantly targeting organisations, from  
global corporations through to SMEs.

Bonafidee’s global digital engagement platform 
gives organisations a competitive edge and  
mitigates the risks of identity theft and online fraud. 

Using Bonafidee Advanced e-Forms enables  
users to create professional, customised,  
interactive e-forms, quickly and simply.  Bonafidee 
will then only present these once an individual has 
successfully proven their identity.  Delivering only 
completed e-forms from verified individuals with 
an electronic feed of the contents, corresponding 
consents and a signed, sealed evidence pack to 
give you the confidence to automate and  
streamline your processes.

Bonafidee is helping organisations meet their legal 
and regulatory obligations, GDPR and personal 
data security compliance at the same time as 
combatting fraud, delivering efficiencies and cost 
savings.

www.bonafidee.com
0345 319 3075

Fraud now
threatens the
way we live
Fraud, like the 
mythical Hydra of 
Ancient Greece, is 
a many-headed foe 
that is capable of 
disrupting society in 
a number of ways

DESTABLISING ECONOMIES

OLIVER GRIFFIN

Those tasked with 
fighting fraud and 
preventing the 
destabilisation of 
global economies 
have to stay one  
step ahead
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F raud has existed since 
time immemorial. The 
first recorded instance was 
in 300BC, committed by 

an incompetent Greek seafaring 
merchant called Hegestratos. He 
planned to defraud an insurer by 
sinking his ship, empty of cargo, 
and selling the corn supposed to 
be on board. Unfortunately for 
Hegestratos, his scheme was discov-
ered and he drowned after escaping 
his passengers, no doubt angry at 
his plan to kill them.

Fast forward to the 21st century 
and the capabilities of fraudsters 
have reached new heights, to the 
point where they now pose the risk 
of destabilising global economies 
and governments. 

In 2016, Colombian hacker Andrés 
Sepúlveda confessed to rigging elec-
tions across Latin America during 
an eight-year period. Since then, 
the UK’s Brexit vote and the United 
States’ election of Donald Trump as 
president have come under scrutiny 
as investigations probe whether or 
not hackers influenced voters with 
fake news.

“The fraud schemes we see are 
always changing, as the ways in 
which people interact with each 
other change,” says Fran Marwood, 
investigations partner in the 
forensic services team at big-four 
accounting firm PwC.  

“Fraud has evolved massively over 
the 20 years I’ve been investigating 
it. The two biggest factors have been 
the increase in global communica-
tions, and the huge developments 
we’ve seen in technology and the use 
of data. Smartphones are only just 
over ten years old, which puts the 
changes into perspective.”   

Financial crime and other fraud 
has the capacity to destabilise global 
economies through its ability to steal 
increasingly large sums of money 
and change the path of history as 

fraudsters manipulate events for 
their own means. 

But while the impact of electoral 
fraud has demonstrated its power to 
threaten economies’ growth, finan-
cial fraud still continues to rear its 
head. In January it emerged that a 
middle manager and a subordinate 
in India’s Punjab National Bank had 
quietly executed a fraud since 2011, 
stealing some $1.8 billion. 

“The fraud didn’t go down well 
with the regulators, with the politi-
cal machinery and of course with the 
general public,” says Tarun Bhatia, 
managing director and head of South 
Asia in Kroll’s investigations and dis-
putes practice. “It happened in a sec-
tor which has seen similar issues, so 
there was also concern around lack of 
learning and processes in place.”

A PwC report published earlier this 
year found that more businesses 
had experienced fraud in 2017 than 
in 2016, increasing to 49 per cent of 
respondents from 36 per cent pre-
viously. The firm’s Global Economic 
Crime and Fraud Survey also found 
that cybercrime is predicted to be the 
most disruptive fraud facing organi-
sations over the next two years. 

As problematic as they are, finan-
cial crimes are far from the most 
sinister plans that fraudsters could 
hack to destabilise global econo-
mies. Campaigns of misinformation 
can also trick populations into let-
ting their guard down, with poten-
tially devastating results.

A recent study by the American 
Journal of Public Health found that 
online trolls from Russia posted 
tweets for and against vaccina-
tion, with the aim of sowing dis-
cord among the US population. 
“Accounts masquerading as legiti-
mate users create false equivalency, 
eroding public consensus on vac-
cination,” the report says, explain-
ing that the trolls were attempting 
to bring further division to US soci-
ety, as well as eroding public faith in 
important vaccines. 

A sudden drop in vaccine use could 
significantly destabilise global econ-
omies and the US might be the first 
victim. Illness costs countries bil-
lions every year, but a serious pan-
demic, caused by a rise in infectious 
diseases due to less people vaccinat-
ing their children, could decimate 
economies. The Spanish flu, which 
lasted from 1918 to 1920, is thought 
to have killed 100 million people and 
wiped around $4 trillion from global 
GDP, around 5 per cent of the total. 

Fraudsters sowing discord to stop 
countries from fulfilling important 

vaccination programmes could have 
a similarly devastating impact. The 
World Bank forecasts that a global 
pandemic would have an equally 
disastrous effect on the 21st-century 
world economy. 

The threat posed by fraud to dest-
abilise global economies should not 
be underestimated. Criminals get 
more organised and pose different 
challenges to those who are trying 
to thwart them.  

“It’s starting to get more and more 
sophisticated to stop fraudsters 
attacking,” says Nick Mothershaw, 
director of fraud and identity solu-
tions at Experian. “They’ll up the 
ante and we’ll get better at defend-
ing. It’s a guerrilla warfare; it 

continues to be so, but we are get-
ting better at it.”

The fact is that the fight against 
fraud is an ever-evolving arms race. 

The threat fraudsters pose to busi-
nesses, governments and other 
organisations means those tasked 
with fighting fraud and preventing 
the destabilisation of global econo-
mies have to stay one step ahead. 

“The biggest factor here is tech-
nology, and the opportunities that 
it presents fraudsters to steal cash 
and other assets,” Mr Marwood 
says. “I have no doubt that these 
opportunities will increase and 
develop over time. Technology 
has two sides though, and can be 
highly effective in preventing and 
detecting fraud. The worst-case 
scenario is that government, busi-
nesses and individuals don’t keep 
up with the fraudsters.” 

Reported fraud and economic crime by region
Percentage of companies that have been a victim  
within the past 24 months

While prevalence is higher in certain regions, this is only the reported rate, where companies  
are actually aware they have been victims of fraud and economic crime PwC 2018
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Commercial feature

How has the digital threat landscape 
evolved in recent years?
A key change that we’ve seen in the dig-
ital space is the way the fraudsters have 
come together to form a community. 
Undoubtedly the dark web has played a 
huge role in this, but it is now common-
place to see information being shared  
on open social networks to help each 
other succeed in perpetrating fraud. 
There’s also a big market for tools that 
can launch malware, phishing scams and 
more. This has made it much easier for 
fraudsters to launch fraud attacks as the 
hard work is done. There’s now even a 
growing market for “fraud-as-a-service” 
where you can ask for a certain organisa-
tion to be targeted and they will do it for 
you. These are highly professional outfi ts 
that offer 24-hour support, a choice of 
payment options and will interact openly 
with you on social media.

In what ways is fraud typically carried 
out in the digital world?
We could talk all day about the differ-
ent types of fraud in the digital world. 
The Nigerian Prince scam is still the 
most common, though in different 
guises and now not just via email, but 
also Facebook, LinkedIn, instant mes-
saging and more. Phishing is still prev-
alent, where malware links are sent to 
people via email, though SMishing is 

Tim Ayling, global head of Fraud Prevention Solutions at Kaspersky 
Lab, calls for businesses to remember the crucial ‘information’ 
element in information technology as the evolution of fraud 
threatens them both fi nancially and reputationally in the digital age

Digital platforms bring 
fraudsters together to 
threaten business

also popular where email is replaced by 
SMS. Moreover, besides new and tradi-
tional kinds of malware, other means are 
used either to get access to a legitimate 
account or to steal login credentials. 
Social engineering is still popular, while 
the use of automated tools, such as bots 
or remote access software, are on the 
rise. While organisations across all verti-
cals will have fraud prevention measures 
in place to fi ght this, fraudsters offer 
training and knowledge-sharing to help 
fi nd a way past well-known fraud man-
agement solutions. 

What are the fi nancial and reputa-
tional consequences of suffering 
digital fraud?
That’s a very timely question, with the 
European Union’s GDPR (General Data 
Protection Regulation) having come into 
effect in May. If breached, businesses 
can now be fi ned either €20 million or 
4 per cent of global turnover, whichever 
is greater. That’s a massive incentive for 
organisations to do the right thing when 
it comes to protecting their customers’ 
personal information. Of course, fraud 
can occur without a data breach, so 
GDPR isn’t the be all and end all of it, but 
it helps bring these issues to board level 
as there’s an immediate potential of a 
crippling fi ne. Before GDPR, the bigger 
problem was brand damage. What 
we’ve learnt is that much depends on 
the response to these attacks and any 
fraud-related issues. People tend to be 
forgiving of organisations that are open 
about a breach, but punish those that 
are more secretive.

How does Kaspersky Fraud Prevention 
help companies protect their busi-
ness and customers? 
Kaspersky’s success is built on the 
threat intelligence information we have 
gathered during more than 21 years in 
the security industry. In 2017 alone, we 
discovered an average of 3.25 million 
online attacks a day. This is unprece-
dented in the fraud prevention indus-
try and hugely important. Over the 
past 20 to 30 years, organisations of all 
sizes have spent billions, if not trillions, 

of pounds on technology. While this 
has certainly brought effi ciencies, it 
has not really provided competitive 
advantage. Businesses are now waking 
up to the importance of the informa-
tion piece of IT. Technology without 
information is limited and fl awed. In 
the fi nance sector, for example, we 
identifi ed 294 fraudulent accounts 
in four different banks connected to 
Kaspersky Fraud Prevention Cloud and 
uncovered a massive cross-banking 
money laundering group. In retail, we 
identifi ed and blocked a fraudulent 
scheme involving 3,000 accounts in a 
network loyalty programme. Kaspersky 
Fraud Prevention will continue to use 
that information for good, and sup-
plement it with new information and 
technology through behavioural ana-
lytics, biometrics, machine-learning 
and device analysis. 

For more information please visit 
kaspersky.co.uk/enterprise-security/
fraud-prevention

Digital platforms bring Digital platforms bring Digital platforms bring 
fraudsters together to 

Tim Ayling
Global head of Fraud Prevention 
Solutions, Kaspersky Lab

online attacks a day 
discovered in 2017 alone

accounts from a fraudster 
ring identifi ed in four 
different banks

3.25m

294

fake accounts identifi ed and 
blocked in a retail loyalty 
programme

3,000

https://www.kaspersky.co.uk/enterprise-security/fraud-prevention
https://www.bonafidee.com/


12 RACONTEUR.NET 13FIGHTING FRAUD

Commercial feature

The payments and ecommerce 
landscape has undergone 
signifi cant changes in recent 
years. At a local level, com-

merce and banking moved to a digi-
tal-fi rst, standard format. At a global 
level, and specifi cally in developing 
markets, there has been a huge tran-
sition from “mum and dad” shops 
straight to online commerce. People 
no longer need banks or shops; they 
need banking and commerce services. 

However, as much as this offers new 
and exciting online opportunities to 
business, unscrupulous individuals 
are also taking advantage of easy-to-
access fraud tools, exploiting vulner-
abilities and targeting weaknesses in 
the security infrastructure of unsus-
pecting organisations. 

Rahul Pangam, co-founder and chief 
executive of fraud prevention technol-
ogy fi rm Simility, acquired by PayPal ear-
lier this year, believes that companies 
are now operating in an environment 
where they have to assume, even with 
the most sophisticated security solu-
tions, there are no cast-iron guarantees 
in a “post-breach normal” world.

“How to manage risk in this environ-
ment is different than how to manage it 
in a world where data can’t be compro-
mised. As transactions happen, risks 
need to be managed in real time,” says 
Mr Pangam.

The most pressing challenge for com-
panies is to balance customer experience 
effectively with security and regulatory 
issues. Customers have become accus-
tomed to frictionless digital experiences 
and want payments to be made immedi-
ately, at the same time as cybercriminals 
are utilising increasingly sophisticated 
techniques. An increasingly complex 

Complex fraud 
threats call for adaptive 
detection tools
Collating varied types of data in different formats and making 
sense of them by applying machine-learning will enable 
businesses to counter security threats

regulatory environment that neces-
sitates businesses comply with PSD2 
(Second Payment Services Directive), 
faster payments and open banking adds 
a further burden to fi rms. 

“It’s not realistic to treat every user 
as a fraudster, as they will dislike the 
experience and go to a competitor, 
but equally trusting each login attempt 
will let fraudsters in at some point,” 
says Mr Pangam. “Achieving the best of 
both worlds by offering a positive user 
experience and implementing appro-
priate fraud prevention solutions can 
be achieved by analysing each user and 
their activity in a nuanced way.”

Fraud management is no longer a 
linear decision, with multiple factors 
needing to be considered and weighted 
in real time, which is something tradi-
tional tools are unable to accomplish. 
By focusing on a single instance of 
fraud or cybercrime, the wider context 
is ignored. For example, fraudsters may 
move money from a savings account to 
a current account and leave the money 
untouched. The bank may fi nd this sus-
picious, but they might not act on it, 
then a fraudster may use a stolen ATM 
card to cash out the account.

“Two distinct events may not seem 
related on the surface, but by using 
platforms such as Simility to harness 
disparate data, actionable insights can 
be uncovered to identify anomalies,” 
says Mr Pangam.

Data is the driving force behind effec-
tive fraud management and businesses 

that are able to turn data into a stra-
tegic advantage will have an edge 
over competitors. Simility’s Adaptive 
Decisioning Platform was built with a 
data-fi rst approach in mind and offers 
a complete view of customer behaviour 
and activity, which ensures every piece 
of information can be utilised and all 
regulatory requirements are met.

The multi-channel aspect of fraud is 
increasing as fraudsters are becom-
ing even more adept at circumventing 
security tools. Pulling together varied 
types of data in different formats and 
making sense of them by applying con-
cepts of machine-learning will enable 
businesses to adapt effectively to 
future security challenges. 

With Simility, businesses not only 
have the processing power to analyse 
huge datasets, but they also gain the 
ability to customise user interactions. 
“If you see access from a new location 
or device, while it could be the user 
travelling, it could also be a fraudster. 
Why ask all users the same verifi cation 
questions? Personalise services based 
on risk factors, such as location, device 
and behaviour, to make the process 
more seamless,” Mr Pangam concludes.

For more information please visit 
simility.com

Rahul Pangam
Co-founder and chief executive
Simility

Growing call 
for action 
against  
fakes

Marketing fraud, ranging from fake news 
disseminated by robots, to fraudsters 
syphoning off advertising cash, is coming 
under increasing scrutiny

When the world’s biggest 
advertiser warned the 
digital media supply 
chain is “murky at 

best, fraudulent at worst”, it rang 
alarm bells in boardrooms and 
marketing departments around 
the globe.

Marc Pritchard, chief brand officer 
of Procter & Gamble, made the com-
ments in a landmark speech to the 
US internet industry in January 
2017 and, nearly two years later, 
fears about marketing fraud have 
only increased, even if awareness of 
the problem has also risen.

It should be in the interests of 
all the players in the media supply 
chain – advertisers, their agencies 
and other intermediaries, internet 
platforms and publishers, regula-
tors and law enforcement – to clean 
up the digital ecosystem.

But it is hard to keep up with crim-
inals who exploit the global nature 
of the internet and are always seek-
ing to stay one step ahead of the 
law, particularly as technology con-
tinues to evolve rapidly and con-
stant vigilance is required.

Juniper Research has warned 
that marketing fraud will cost 
advertisers an estimated $19 

billion (£15 billion) and rising in 
2018, close to 10 per cent of global 
digital ad expenditure.

The research firm identi-
fied the main problems as fake  
websites and internet domains, 
fake accounts, and bot farms  
that generate fake views by robots, 
not people.

Mobile is the new battleground. 
Ad fraud on mobile devices has 
jumped eight-fold in the last year 
as smartphone use has increased 
and desktop fraud has come under 
greater control, according to Double 
Verify, a company that helps adver-
tisers to check their media and mar-
keting spending.

Mobile app “spoofing” and “hid-
den” ads that are “fraudulently 

diverting brand investments” 
are among the problems cited  
in DoubleVerify’s 2018 Global 
Insights Report.

The measurement company also 
warns that brand safety “violations”, 
where ads appear next to inappropri-
ate content, have risen 25 per cent this 
year because of a “surge in fake news 
and unsubstantiated content”.

Marketing fraud has also become 
a political issue, after evidence 
emerged that bad actors from outside 
the United States tried to influence 
the outcome of the 2016 US presiden-
tial election by micro-targeting audi-
ences with messages, some of which 
contained dubious and fake claims.

Other areas of the media sup-
ply chain have come under scru-
tiny, even though some players may 
be guilty of “murky”, rather than 
“fraudulent”, behaviour.

Automated ad-buying, known as 

Mr Vinter believes advertisers 
have been making progress in tack-
ling the supply chain. “Affiliate 
marketing used to be a Wild West 
until people started to take con-
trol,” he says, explaining how third-
party verification of online activity 
has brought independent accounta-
bility in recent years.

Similarly, programmatic trading 
has begun to clean up its act after 
intense scrutiny. 

Advertisers have been tightening 
up their contracts with agencies, 
demanding that intermediaries 
disclose how much each of them 
might be taking as a cut or getting 
as a rebate, and doing direct deals 
with the big tech platforms such as 
Google and Facebook.

Publishers have also introduced 
ads.txt software that identifies 
authorised buyers and sellers on 
advertising exchanges to combat 
the problem of domain spoofing 
and fake clicks.

“Unauthorised” buyers who act as 
intermediaries on behalf of adver-
tisers and charge for ads that never 
appear are a serious problem.

The Guardian and Google carried 
out a joint test on the newspaper 
publisher’s inventory this summer 
when they bought display and video 
ads without using ads.txt. They dis-
covered that some unauthorised ad 
exchanges were charging for ads on 
The Guardian yet no ad appeared and 
no money reached The Guardian.

An astonishing 72 per cent of video 
ad spend that The Guardian bought 
in its test without ads.txt was going 
to unauthorised exchanges. 

Mr Vinter says advertisers and 
publishers are waking up to the 

need for more third-party checks 
and verification to monitor mar-
keting investments. “Verification is 
the panacea,” he believes.

Influencer marketing is another 
minefield in need of tougher stand-
ards. Unilever’s Mr Weed told the ad 
industry’s annual festival, Cannes 
Lions, in June that urgent action is 
required to tackle problems such as 
influencers “buying” followers.

Facebook and Twitter have 
both come under pressure to shut 
down fake accounts. At one stage, 
Twitter was suspending as many as 
one million accounts a day earlier 
this year.

“Influencer marketing is probably 
now in the place where affiliate mar-
keting was,” Mr Vinter warns, add-
ing that lack of verification stand-
ards could potentially pose more 
harm to a brand’s safety because of 
the reputational risks of partnering 
with a dishonest influencer.

The awkward truth for brands is 
that the digital ecosystem is com-
plex and fragmented, and they can’t 
tackle marketing fraud in isolation.

As Wayne Gattinella, chief execu-
tive of DoubleVerify, says: “It’s crit-
ical that digital marketers around 
the world have a holistic approach 
to brand safety, digital ad fraud 
and viewability.”

There are signs that regula-
tors and politicians are helping to 
apply pressure. 

Sharon White, chief executive of 
Ofcom, the UK’s communications 
regulator, believes “the argument 
for independent regulatory over-
sight” of tech companies “has never 

been stronger” when it comes to 
fake news and disinformation.

The Commons DCMS select 
committee has already pub-
lished a report that was scathing 
about Facebook and Cambridge 
Analytica’s misuse of data, and is 
planning a follow-up study of flaws 
in digital advertising.

The unanswered question is 
whether the CMA in the UK, the  
US Department of Justice or 
another law enforcement body will 
launch a legal investigation into 
marketing fraud.

But the immediate responsibil-
ity should rest with advertisers 
because it is their money. They 
have the greatest power to demand 
change from agencies, publishers 
and internet platforms by refusing 
to spend with anyone unless they 
are accountable and transparent.  

programmatic trading, has raised 
concerns because there are lots of 
intermediaries that may be tak-
ing a cut in the supply chain, as the 
money passes through advertising 
exchanges, which aggregate buy-
ers and sellers of ad inventory. Some 
advertisers have found that when 
they spend £1 on digital media as lit-
tle as 30p is reaching the publisher.

Brands have also raised ques-
tions about affiliate marketing, 
where third parties receive a cut 
for driving ecommerce sales, 
and influencer marketing, where 
brands pay social media influenc-
ers to endorse products.

MPs on the Commons Digital, 
Culture, Media and Sport (DCMS) 
select committee have suggested 
the Competition and Markets 
Authority (CMA) could investigate 
fake accounts to see if advertisers are 
being charged for reaching an audi-
ence that doesn’t exist.

Advertisers have faced similar 
problems with viewability, being 
charged for ads that can’t be viewed 
properly or are viewed by bots.

The digital media ecosystem does 
indeed look murky. However, Martin 
Vinter, head of media at Ebiquity, 
a UK-based consulting and media 
auditing firm that advises hundreds 
of global advertisers on their mar-
keting spending, says it may not be 
helpful to lump all these different 
areas together under the catch-all 
phrase “marketing fraud” or “adver-
tising fraud”.

“It’s an umbrella term for many 
different things,” Mr Vinter says. 
“We’ve slightly skewed the conver-
sation to fraud.”

He believes it’s important to distin-
guish between fraudulent and crimi-
nal behaviour, such as website or app 
spoofing at one end of the spectrum, 
and lax or poorly defined standards 
around viewability at the other end.

The ad industry has functioned 
for many years through a system of 
self-regulation and the law is notori-
ously slow to catch up with technol-
ogy. So advertisers may still be best 
placed to take responsibility for clean-
ing up what Keith Weed, chief mar-
keting and communications officer of 
Unilever, the world’s second biggest 
advertiser, calls the “digital swamp”. 
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Consumer opinion about influencer content

Bazaarvoice 2018

The main problems 
are fake websites and 
internet domains, 
fake accounts, and 
bot farms that 
generate fake views 
by robots, not people
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Sway Ops

of consumers interact with 
influencers on social media 

of engagement with a single 
day of Instagram posts tagged 
#sponsored or #ad were found 
to be fake

of influencers who sign on to do 
sponsored posts in return for a 
product never create a post

Takes advantage of impressionable audiences
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Too materialistic
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Content quality is declining
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Commercial feature

The payments and ecommerce 
landscape has undergone 
signifi cant changes in recent 
years. At a local level, com-

merce and banking moved to a digi-
tal-fi rst, standard format. At a global 
level, and specifi cally in developing 
markets, there has been a huge tran-
sition from “mum and dad” shops 
straight to online commerce. People 
no longer need banks or shops; they 
need banking and commerce services. 

However, as much as this offers new 
and exciting online opportunities to 
business, unscrupulous individuals 
are also taking advantage of easy-to-
access fraud tools, exploiting vulner-
abilities and targeting weaknesses in 
the security infrastructure of unsus-
pecting organisations. 

Rahul Pangam, co-founder and chief 
executive of fraud prevention technol-
ogy fi rm Simility, acquired by PayPal ear-
lier this year, believes that companies 
are now operating in an environment 
where they have to assume, even with 
the most sophisticated security solu-
tions, there are no cast-iron guarantees 
in a “post-breach normal” world.

“How to manage risk in this environ-
ment is different than how to manage it 
in a world where data can’t be compro-
mised. As transactions happen, risks 
need to be managed in real time,” says 
Mr Pangam.

The most pressing challenge for com-
panies is to balance customer experience 
effectively with security and regulatory 
issues. Customers have become accus-
tomed to frictionless digital experiences 
and want payments to be made immedi-
ately, at the same time as cybercriminals 
are utilising increasingly sophisticated 
techniques. An increasingly complex 

Complex fraud 
threats call for adaptive 
detection tools
Collating varied types of data in different formats and making 
sense of them by applying machine-learning will enable 
businesses to counter security threats

regulatory environment that neces-
sitates businesses comply with PSD2 
(Second Payment Services Directive), 
faster payments and open banking adds 
a further burden to fi rms. 

“It’s not realistic to treat every user 
as a fraudster, as they will dislike the 
experience and go to a competitor, 
but equally trusting each login attempt 
will let fraudsters in at some point,” 
says Mr Pangam. “Achieving the best of 
both worlds by offering a positive user 
experience and implementing appro-
priate fraud prevention solutions can 
be achieved by analysing each user and 
their activity in a nuanced way.”

Fraud management is no longer a 
linear decision, with multiple factors 
needing to be considered and weighted 
in real time, which is something tradi-
tional tools are unable to accomplish. 
By focusing on a single instance of 
fraud or cybercrime, the wider context 
is ignored. For example, fraudsters may 
move money from a savings account to 
a current account and leave the money 
untouched. The bank may fi nd this sus-
picious, but they might not act on it, 
then a fraudster may use a stolen ATM 
card to cash out the account.

“Two distinct events may not seem 
related on the surface, but by using 
platforms such as Simility to harness 
disparate data, actionable insights can 
be uncovered to identify anomalies,” 
says Mr Pangam.

Data is the driving force behind effec-
tive fraud management and businesses 

that are able to turn data into a stra-
tegic advantage will have an edge 
over competitors. Simility’s Adaptive 
Decisioning Platform was built with a 
data-fi rst approach in mind and offers 
a complete view of customer behaviour 
and activity, which ensures every piece 
of information can be utilised and all 
regulatory requirements are met.

The multi-channel aspect of fraud is 
increasing as fraudsters are becom-
ing even more adept at circumventing 
security tools. Pulling together varied 
types of data in different formats and 
making sense of them by applying con-
cepts of machine-learning will enable 
businesses to adapt effectively to 
future security challenges. 

With Simility, businesses not only 
have the processing power to analyse 
huge datasets, but they also gain the 
ability to customise user interactions. 
“If you see access from a new location 
or device, while it could be the user 
travelling, it could also be a fraudster. 
Why ask all users the same verifi cation 
questions? Personalise services based 
on risk factors, such as location, device 
and behaviour, to make the process 
more seamless,” Mr Pangam concludes.

For more information please visit 
simility.com

Rahul Pangam
Co-founder and chief executive
Simility

Growing call 
for action 
against  
fakes

Marketing fraud, ranging from fake news 
disseminated by robots, to fraudsters 
syphoning off advertising cash, is coming 
under increasing scrutiny

When the world’s biggest 
advertiser warned the 
digital media supply 
chain is “murky at 

best, fraudulent at worst”, it rang 
alarm bells in boardrooms and 
marketing departments around 
the globe.

Marc Pritchard, chief brand officer 
of Procter & Gamble, made the com-
ments in a landmark speech to the 
US internet industry in January 
2017 and, nearly two years later, 
fears about marketing fraud have 
only increased, even if awareness of 
the problem has also risen.

It should be in the interests of 
all the players in the media supply 
chain – advertisers, their agencies 
and other intermediaries, internet 
platforms and publishers, regula-
tors and law enforcement – to clean 
up the digital ecosystem.

But it is hard to keep up with crim-
inals who exploit the global nature 
of the internet and are always seek-
ing to stay one step ahead of the 
law, particularly as technology con-
tinues to evolve rapidly and con-
stant vigilance is required.

Juniper Research has warned 
that marketing fraud will cost 
advertisers an estimated $19 

billion (£15 billion) and rising in 
2018, close to 10 per cent of global 
digital ad expenditure.

The research firm identi-
fied the main problems as fake  
websites and internet domains, 
fake accounts, and bot farms  
that generate fake views by robots, 
not people.

Mobile is the new battleground. 
Ad fraud on mobile devices has 
jumped eight-fold in the last year 
as smartphone use has increased 
and desktop fraud has come under 
greater control, according to Double 
Verify, a company that helps adver-
tisers to check their media and mar-
keting spending.

Mobile app “spoofing” and “hid-
den” ads that are “fraudulently 

diverting brand investments” 
are among the problems cited  
in DoubleVerify’s 2018 Global 
Insights Report.

The measurement company also 
warns that brand safety “violations”, 
where ads appear next to inappropri-
ate content, have risen 25 per cent this 
year because of a “surge in fake news 
and unsubstantiated content”.

Marketing fraud has also become 
a political issue, after evidence 
emerged that bad actors from outside 
the United States tried to influence 
the outcome of the 2016 US presiden-
tial election by micro-targeting audi-
ences with messages, some of which 
contained dubious and fake claims.

Other areas of the media sup-
ply chain have come under scru-
tiny, even though some players may 
be guilty of “murky”, rather than 
“fraudulent”, behaviour.

Automated ad-buying, known as 

Mr Vinter believes advertisers 
have been making progress in tack-
ling the supply chain. “Affiliate 
marketing used to be a Wild West 
until people started to take con-
trol,” he says, explaining how third-
party verification of online activity 
has brought independent accounta-
bility in recent years.

Similarly, programmatic trading 
has begun to clean up its act after 
intense scrutiny. 

Advertisers have been tightening 
up their contracts with agencies, 
demanding that intermediaries 
disclose how much each of them 
might be taking as a cut or getting 
as a rebate, and doing direct deals 
with the big tech platforms such as 
Google and Facebook.

Publishers have also introduced 
ads.txt software that identifies 
authorised buyers and sellers on 
advertising exchanges to combat 
the problem of domain spoofing 
and fake clicks.

“Unauthorised” buyers who act as 
intermediaries on behalf of adver-
tisers and charge for ads that never 
appear are a serious problem.

The Guardian and Google carried 
out a joint test on the newspaper 
publisher’s inventory this summer 
when they bought display and video 
ads without using ads.txt. They dis-
covered that some unauthorised ad 
exchanges were charging for ads on 
The Guardian yet no ad appeared and 
no money reached The Guardian.

An astonishing 72 per cent of video 
ad spend that The Guardian bought 
in its test without ads.txt was going 
to unauthorised exchanges. 

Mr Vinter says advertisers and 
publishers are waking up to the 

need for more third-party checks 
and verification to monitor mar-
keting investments. “Verification is 
the panacea,” he believes.

Influencer marketing is another 
minefield in need of tougher stand-
ards. Unilever’s Mr Weed told the ad 
industry’s annual festival, Cannes 
Lions, in June that urgent action is 
required to tackle problems such as 
influencers “buying” followers.

Facebook and Twitter have 
both come under pressure to shut 
down fake accounts. At one stage, 
Twitter was suspending as many as 
one million accounts a day earlier 
this year.

“Influencer marketing is probably 
now in the place where affiliate mar-
keting was,” Mr Vinter warns, add-
ing that lack of verification stand-
ards could potentially pose more 
harm to a brand’s safety because of 
the reputational risks of partnering 
with a dishonest influencer.

The awkward truth for brands is 
that the digital ecosystem is com-
plex and fragmented, and they can’t 
tackle marketing fraud in isolation.

As Wayne Gattinella, chief execu-
tive of DoubleVerify, says: “It’s crit-
ical that digital marketers around 
the world have a holistic approach 
to brand safety, digital ad fraud 
and viewability.”

There are signs that regula-
tors and politicians are helping to 
apply pressure. 

Sharon White, chief executive of 
Ofcom, the UK’s communications 
regulator, believes “the argument 
for independent regulatory over-
sight” of tech companies “has never 

been stronger” when it comes to 
fake news and disinformation.

The Commons DCMS select 
committee has already pub-
lished a report that was scathing 
about Facebook and Cambridge 
Analytica’s misuse of data, and is 
planning a follow-up study of flaws 
in digital advertising.

The unanswered question is 
whether the CMA in the UK, the  
US Department of Justice or 
another law enforcement body will 
launch a legal investigation into 
marketing fraud.

But the immediate responsibil-
ity should rest with advertisers 
because it is their money. They 
have the greatest power to demand 
change from agencies, publishers 
and internet platforms by refusing 
to spend with anyone unless they 
are accountable and transparent.  

programmatic trading, has raised 
concerns because there are lots of 
intermediaries that may be tak-
ing a cut in the supply chain, as the 
money passes through advertising 
exchanges, which aggregate buy-
ers and sellers of ad inventory. Some 
advertisers have found that when 
they spend £1 on digital media as lit-
tle as 30p is reaching the publisher.

Brands have also raised ques-
tions about affiliate marketing, 
where third parties receive a cut 
for driving ecommerce sales, 
and influencer marketing, where 
brands pay social media influenc-
ers to endorse products.

MPs on the Commons Digital, 
Culture, Media and Sport (DCMS) 
select committee have suggested 
the Competition and Markets 
Authority (CMA) could investigate 
fake accounts to see if advertisers are 
being charged for reaching an audi-
ence that doesn’t exist.

Advertisers have faced similar 
problems with viewability, being 
charged for ads that can’t be viewed 
properly or are viewed by bots.

The digital media ecosystem does 
indeed look murky. However, Martin 
Vinter, head of media at Ebiquity, 
a UK-based consulting and media 
auditing firm that advises hundreds 
of global advertisers on their mar-
keting spending, says it may not be 
helpful to lump all these different 
areas together under the catch-all 
phrase “marketing fraud” or “adver-
tising fraud”.

“It’s an umbrella term for many 
different things,” Mr Vinter says. 
“We’ve slightly skewed the conver-
sation to fraud.”

He believes it’s important to distin-
guish between fraudulent and crimi-
nal behaviour, such as website or app 
spoofing at one end of the spectrum, 
and lax or poorly defined standards 
around viewability at the other end.

The ad industry has functioned 
for many years through a system of 
self-regulation and the law is notori-
ously slow to catch up with technol-
ogy. So advertisers may still be best 
placed to take responsibility for clean-
ing up what Keith Weed, chief mar-
keting and communications officer of 
Unilever, the world’s second biggest 
advertiser, calls the “digital swamp”. 
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Consumer opinion about influencer content

Bazaarvoice 2018

The main problems 
are fake websites and 
internet domains, 
fake accounts, and 
bot farms that 
generate fake views 
by robots, not people
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of consumers interact with 
influencers on social media 

of engagement with a single 
day of Instagram posts tagged 
#sponsored or #ad were found 
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product never create a post
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This technology can help    bring tricksters to book

When new technological 
solutions emerge they 
are often hailed as a 
panacea for all things, 

including fraud. Can blockchain 
prevent fraud as a silver bullet? No. 
But it’s a welcome addition to the 
arsenal of fraud prevention and a 
significant step towards squeezing 
out the fraudsters. 

Eric Wall, cryptocurrency block-
chain lead at technology company 
Cinnober, is dismissive of the hype. 
He says: “Everyone with blockchain 
knowledge agrees that in reality 
blockchains are specific solutions for 
a specific problem. The idea it’s a sil-
ver bullet is spread in the media and 
by people new to the technology.” 

Because blockchain is a decen-
tralised shared ledger and resist-
ant to tampering, it certainly offers 
some robustness to transactions. 
Verified users can store, view and 
share digital information in a secu-
rity-rich environment. This helps 
to foster trust, accountability and 
transparency in transactions, all 
important aspects of commercial 
relationships, and can be applied 

requirements there are, but on the 
other hand, what I would say is that 
what it empowers an individual user 
to do in terms of controlling their 
identity, and have that identity be 
immutable, is something you can’t 
pass by, despite what might be the 
regulatory controls at this time.”

Specific industries and services 
are particularly vulnerable to 
fraud. The National Health Care 
Anti-Fraud Association conserva-
tively estimates healthcare fraud 
to cost the United States about $68 
billion annually, representing 3 
per cent of total $2.26 trillion US 
healthcare spending. 

On the global stage, foreign aid is rife 
with corruption, and funds intended 
to help people on the ground finds its 
way into the hands of corrupt officials 
and militia groups. John J. Sullivan, 
US deputy secretary of state, address-
ing last year’s Blockchain Forum in 
Washington, explained: “Two major 
challenges in foreign assistance that 
blockchain technology could address 
are, first, corruption, fraud or mis-
appropriation of funds and, second, 
inefficiencies within the aid delivery 
process itself.” 

Don Tapscott, chief executive of 
the Tapscott Group and co-author of 
Blockchain Revolution, says: “That’s 
why it’s called blockchain, and that 
block is linked to the previous block 
and the previous block, ergo, chain. 
This blockchain is running across 
countless numbers of computers.  
 I would have to commit fraud in the 
light of the most powerful comput-
ing resource in the world, not just 
for that ten-minute block, but for the 

entire history of commerce, on a dis-
tributed platform – this is not practi-
cally feasible.”

However, we should be careful not 
to hype it up too much. Blockchain 
can increase the efficiency of trans-
action processing and reduce fraud, 
but it doesn’t entirely prevent it and 
risk officers would be unwise to 
ignore its limitations. 

Mr Wall highlights high-perfor-
mance environments such as finan-
cial trading, where speed of trans-
actions can mean the difference 
between massive profits and even 
bigger losses. Blockchain is inher-
ently slow in the validation process. 
He says: “It can only see an order 
and process it; what it can’t under-
stand is the trading context and see 
if fraud is involved.”  

Initial coin offerings (ICOs) are 
another good example of limitations. 
Last year JPMorgan Chase chief exec-
utive Jamie Dimon attacked bitcoin 
claiming cryptocurrency is a fraud 
and a mania reminiscent of the tulip 

Hailed as a  
tamper-proof  
public ledger, 
blockchain is a 
welcome weapon  
in the fight  
against fraud

and 15.4 million people were victims. 
American Express is investigating 
ways in which blockchain can be 
used to safeguard user identities, as 
well as helping merchants securely 
process transactions. 

Tereasa Kastel, American Express 
vice president technology, says 
the company is examining several 
avenues for blockchain. She says: 
“Being in the financial industry, 
we have to be somewhat conserv-
ative on what legal and regulatory 

to financial transactions, identity 
management and the supply chain. 

It is used in maintaining asset reg-
isters for shares, property, smart 
contracts, and other titles to owner-
ship and documentation, all making 
such fraud more difficult. However, it 
should not be forgotten that technol-
ogy is equally an enabler of fraud.

According to the 2017 Identity 
Fraud Study by Javelin Strategy & 
Research, identity theft and fraud is 
costing consumers $16 billion a year 

bulb craze in the 17th century. If the 
prospectus is based on a tissue of lies, 
then the ICO blockchain will simply 
validate the integrity of a fallacy. Mr 
Wall adds: “In ICOs, blockchain can 
become the facilitator of a fraud.”

People commit fraud, not the tech-
nology, and the art of fraud is getting 
into and out of the system. Succeed in 
that and the rest is the system doing 
its normal job. If an employee or per-
son with authority to act can find a 
way into the transaction, then it is dif-
ficult to monitor. 

Mr Wall says: “Any information pro-
cessing system that has bad input 
provides bad output. The blockchain 
can only be aware of the inputs, not 
the reality. The blockchain will track 
it as valid data, so if you have the 
authority to input bad data, then the 
blockchain will validate the bad data. 
You still have a dependency on the 
real world, trusted sources of data 
and authorisation. If you corrupt that 
then you corrupt the process.”

Unlocking the full potential of 
blockchain technology will need 
governments to work as a facilitator, 
by providing an enabling environ-
ment to interested players. There 
is a need to develop uniform stand-
ards, assess infrastructure require-
ments, deal with security concerns, 
raise stakeholder awareness and 
build trust within the financial eco-
system as a whole. This should be 
done in partnership with risk man-
agers, enforcement agencies and 
others tackling fraud. 

However, greed, speculation and 
fraud are not financial mecha-
nisms; they are behaviours and, as 
long as we have human behaviour, 
we will have fraud. 

Sign Up Free

BLOCKCHAIN

DAVID COWAN

The UK’s National Fraud 
Intelligence Bureau (NFIB) 
defines fraud as happening 
“when trickery is used to  
gain a dishonest advantage, 
which is often financial, over 
another person”.

There are numerous forms 
of fraud, the most prevalent 
being Ponzi-schemes, pyramid 
schemes, identity fraud, 
mortgage and lending fraud, 
phishing, card fraud, skimming, 
counterfeit cards, advance fee 
scams, fund transfer scams, 
fake prizes, inheritance scams, 
false wills and legacies, and 
international lottery fraud. The 
more we digitise, the more we 
can record, track and detect 
patterns in such frauds.

What these frauds have in 
common is behaviour. The NFIB 
notes there are many words 
used to describe fraud: scam, 
con, swindle, extortion, sham, 
double-cross, hoax, cheat, ploy, 
ruse, hoodwink, confidence 
trick. These have been around 
since the beginning of the human 
race, as they are all behaviours 
rather than the specific means of 
perpetrating fraud. 

Technology has enhanced 
the means and made fraud 
more global, but the key focus 
becomes the point of entry. 
If employees do not protect 
passwords or individuals give 
out identify information, then 
the fraudsters can use these 
as points of entry. Technology 
then simply automates the folly.

Blockchain’s appeal is that 
all transactions take place on 
a public ledger; no individual 

or group of individuals can 
tamper with financial data and 
there is complete transparency. 
According to the Certified 
Public Accountant Journal: 
“Blockchain can effectively 
prevent one or several 
individuals in collusion from 
overriding controls, or illicitly 
changing or deleting official 
accounting records.” However, 
this doesn’t address the point 
of entry problem or bad data 
at origin. Blockchain is part 
of an anti-fraud ecosystem, 
which includes various 
new technologies such as 
biometrics, tougher regulatory 
regimes for customer 
identification, such as know-
your-customer rules, anti-
money laundering regulations 
and data protection laws, 
aimed at defending fraudsters’ 
potential point of entry.

I would have to 
commit fraud in 
the light of the most 
powerful computing 
resource in the  
world - this is not 
practically feasible

Blockchain deployments still scarce

Gartner 2018

Global survey of chief information officers shows the extent of organisations’ 
blockchain deployments 

Have already invested 
and deployedIn short-term 

planning/actively 
experimenting

In medium or  
long-term planning

No interest

On the radar, but  
no action planned

Insight
Point of entry

8%

14%

1%

34%

43%
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This technology can help    bring tricksters to book

requirements there are, but on the 
other hand, what I would say is that 
what it empowers an individual user 
to do in terms of controlling their 
identity, and have that identity be 
immutable, is something you can’t 
pass by, despite what might be the 
regulatory controls at this time.”

Specifi c industries and services 
are particularly vulnerable to 
fraud. The National Health Care 
Anti-Fraud Association conserva-
tively estimates healthcare fraud 
to cost the United States about $68 
billion annually, representing 3 
per cent of total $2.26 trillion US 
healthcare spending. 

On the global stage, foreign aid is rife 
with corruption, and funds intended 
to help people on the ground fi nds its 
way into the hands of corrupt offi  cials 
and militia groups. John J. Sullivan, 
US deputy secretary of state, address-
ing last year’s Blockchain Forum in 
Washington, explained: “Two major 
challenges in foreign assistance that 
blockchain technology could address 
are, fi rst, corruption, fraud or mis-
appropriation of funds and, second, 
ineffi  ciencies within the aid delivery 
process itself.” 

Don Tapscott, chief executive of 
the Tapscott Group and co-author of 
Blockchain Revolution, says: “That’s 
why it’s called blockchain, and that 
block is linked to the previous block 
and the previous block, ergo, chain. 
This blockchain is running across 
countless numbers of computers. 
 I would have to commit fraud in the 
light of the most powerful comput-
ing resource in the world, not just 
for that ten-minute block, but for the 

entire history of commerce, on a dis-
tributed platform – this is not practi-
cally feasible.”

However, we should be careful not 
to hype it up too much. Blockchain 
can increase the effi  ciency of trans-
action processing and reduce fraud, 
but it doesn’t entirely prevent it and 
risk offi  cers would be unwise to 
ignore its limitations. 

Mr Wall highlights high-perfor-
mance environments such as fi nan-
cial trading, where speed of trans-
actions can mean the diff erence 
between massive profi ts and even 
bigger losses. Blockchain is inher-
ently slow in the validation process. 
He says: “It can only see an order 
and process it; what it can’t under-
stand is the trading context and see 
if fraud is involved.”  

Initial coin off erings (ICOs) are 
another good example of limitations. 
Last year JPMorgan Chase chief exec-
utive Jamie Dimon attacked bitcoin 
claiming cryptocurrency is a fraud 
and a mania reminiscent of the tulip 

bulb craze in the 17th century. If the 
prospectus is based on a tissue of lies, 
then the ICO blockchain will simply 
validate the integrity of a fallacy. Mr 
Wall adds: “In ICOs, blockchain can 
become the facilitator of a fraud.”

People commit fraud, not the tech-
nology, and the art of fraud is getting 
into and out of the system. Succeed in 
that and the rest is the system doing 
its normal job. If an employee or per-
son with authority to act can fi nd a 
way into the transaction, then it is dif-
fi cult to monitor. 

Mr Wall says: “Any information pro-
cessing system that has bad input 
provides bad output. The blockchain 
can only be aware of the inputs, not 
the reality. The blockchain will track 
it as valid data, so if you have the 
authority to input bad data, then the 
blockchain will validate the bad data. 
You still have a dependency on the 
real world, trusted sources of data 
and authorisation. If you corrupt that 
then you corrupt the process.”

Unlocking the full potential of 
blockchain technology will need 
governments to work as a facilitator, 
by providing an enabling environ-
ment to interested players. There 
is a need to develop uniform stand-
ards, assess infrastructure require-
ments, deal with security concerns, 
raise stakeholder awareness and 
build trust within the fi nancial eco-
system as a whole. This should be 
done in partnership with risk man-
agers, enforcement agencies and 
others tackling fraud. 

However, greed, speculation and 
fraud are not fi nancial mecha-
nisms; they are behaviours and, as 
long as we have human behaviour, 
we will have fraud. 
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Win epic battles against fraud using smart machine 
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Decision Manager combines machine learning with 
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