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eir Starmer has positioned 
AI at the centre of the gov-
ernment’s industrial strat-

egy, with the aim of making the UK 
an “AI superpower”. To achieve that 
goal, the government has organised 
a nationwide skills drive to develop 
home-grown AI talent. 

It’s an ambitious plan. Schools, 
colleges, community hubs and 
workplaces across the UK will soon 
offer AI-skills courses to all citi-
zens. The aim is to equip 7.5 million 
people – about one-fifth of the 
workforce – with the skills to use 
generative AI effectively.

Hyperscalers including Micro-
soft, Amazon, Google and IBM have 
teamed with the government to 
advise on the creation of AI training 
modules. Technologists, too, have 
praised the initiative.

Alexandra Dobra-Kiel, innova-
tion and strategy director at 
Behave, a consultancy, says the 
government’s efforts are timely and 
necessary. “Equipping people with 
the skills to engage with, rather 
than be displaced by, AI is crucial 
and the collaboration with major 
tech firms shows a serious commit-
ment to preparing the workforce for 
a rapidly changing economy.”

Nearly 3 million people in the UK 
have no access to the internet or 
digital devices, according to figures 
from Ofcom. What’s more, research 
suggests that half of working-age 
adults cannot complete all 20 of the 
foundational digital tasks deemed 
essential for modern work, and 
nearly 8 million UK adults have no 
basic tech skills at all. So is the gov-
ernment perhaps putting the cart 
before the horse?

Engagement with AI tools varies 
significantly across the population. 
To successfully upskill such a large 
share of citizens, providers must 
tailor their training modules appro-
priately, ensuring everything from 
foundational principles of AI to 
advanced uses is covered.

That’s according to Richard Gib-
lin, head of public sector and 
defence at SolarWinds, an IT com-
pany. “Core digital literacy, coding 
and data skills must be in place 
before we can meaningfully 
scale up AI expertise across 
the workforce.” Once those 
fundamentals are mastered, 
he says, organisations 
should take a layered 
approach to AI upskilling. At 
the most basic level, every 
professional must understand 
what AI can and can’t do, as well 
as its practical applications and 
ethical implications.

Although GenAI is constantly 
improving, it remains prone to wild 
hallucinations and biases. And, 
because these systems often work to 
merely validate users’ hypotheses, 
in the most extreme cases, GenAI 
platforms have encouraged delu-
sions among their users.

Those seeking to use the tech 
effectively must first understand 
how GenAI works, says Stephan 
Reiff-Marganiec, head of computing 
and engineering at the University of 
Derby. AI providers are all too happy 
to let magical thinking swirl around 
their software. Some have even 
issued premature statements about 
machine sentience. But, he explains, 
GenAI tools are really “just clever 
pattern-matching [machines]”.

Nationwide upskilling initiatives 
should focus on helping users 
understand “how AI tools work and 
what’s sitting behind them – how 
they’re using the data that you’re 
putting in and how you can control 
that”, Reiff-Marganiec says. This 

means training people to use AI eth-
ically and interrogate its outputs. 
Doing so could also help to boost 
critical-thinking skills across the 
population, an additional benefit of 
any AI-upskilling initiative.

Only when these basics have been 
covered should courses proceed to 
advanced topics, such as prompt 
engineering, coding or industry
specific skills. Here, too, learners 
should be encouraged to limit their 
use of the technology to tasks it is 
best suited to handle, such as data 
collection or search.

According to Reiff-Marganiec, AI 
isn’t a shortcut, it’s a “tool that can 
guide you and give you ideas that 
you might want to look at. But you 
need to add your own understand-
ing to push it in the right direction.”

Giblin agrees, adding that any 
organisation seeking measurable 
benefits from AI adoption must 
view the technology holistically 
and avoid treating it as a shiny new 
tool. “AI can’t operate in isolation,” 

he says. “We will still need IT pro-
fessionals to provide the infrastruc-
ture, cybersecurity and oversight 
that underpin AI adoption, check-
ing for accuracy, compliance and 
long-term sustainability. Building 
AI skills must go hand-in-hand 
with strengthening complementa-
ry IT disciplines.”

The government is right to priori-
tise AI, he says, but foundational 
skills must not be overlooked. AI 
training should focus on ethical and 
practical uses of the technology. 
Only then can we really “future-
proof the workforce”, he argues.

Any government-led upskilling 
initiative should prioritise the pub-
lic good over commercial interests. 
Dobra-Kiel acknowledges that big-
tech firms should be included in 
the government’s efforts, but she 
cautions that their role must be to 
contribute to the curriculum, not to 
control it.

“Big tech can provide valuable 
insights on real-world tools and 
rapidly evolving technologies,” she 
says. “Their involvement is essen-
tial. But allowing them to dictate 
the curriculum risks embedding 
commercial interests, tool-specific 
training and vendor lock-in, teach-
ing people about products rather 
than principles. The curriculum 
should reflect public interest, not 
just corporate roadmaps.”

Because technology evolves so 
quickly, traditional training mod-
ules will inevitably fail to keep pace 
with the subject matter, Dobra-Kiel 
explains. Courses should, there-
fore, aim to help people develop 
durable learning habits rather than 
“ticking off toolkits”.

Any initiatives must cut across 
functions and disciplines. “Treat-
ing AI as a purely technical subject 
is a mistake because AI touches law, 
ethics, design, politics and power,” 
says Dobra-Kiel. “We don’t just need 
more prompt engineers, we need 
teachers, careworkers and shop-
floor staff who know how to ques-
tion an algorithm’s bias or 
understand data privacy rights.”

She emphasises that publicly 
funded training must not stop at 
“glossy success stories”. Training 

providers should ask whether 
they are building capabilities 

or merely credentialling. 
“Accountability requires 
opening the black box of 
training outcomes, not just 
celebrating intentions.”

That might mean examin-
ing some uncomfortable data, 

but doing so can help educa-
tors to better understand who is 

benefitting from the training – 
and who’s being left behind. 

UK faces upskill battle
ENTERPRISE AI

The government has unveiled an ambitious nationwide programme  
to upskill workers in AI. Implementing it will be complicated work
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52% 57%
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all 20 digital 
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Agentic systems pave 
the way to AI autonomy
The shift from 
AI pilots to 
autonomy is 
underway, as 
businesses 
begin to embed 
agentic systems 
into workflows

M
ost organisations are still 
adapting to AI. Initial experi-
ments with the technology 

have focused on chatbots, pilots and 
small-scale proofs of concept. While 
these were useful for building aware-
ness, they rarely shifted the dial on 
business performance in a significant 
way – until now.

For most firms, the question is no 
longer whether they should adopt AI, 
but how deeply it should be embedded 
in core operations. This is why agentic 
AI has become the business buzzword 
of the year. But unlike many trends, this 
one has the potential to be a genuine 
differentiator for organisations.

Agentic systems move beyond 
narrow automation to create auton-
omous workflows. They don’t just 
execute tasks, they set steps, adapt 
dynamically and are capable of 
achieving outcomes with minimal 
human input. Gartner forecasts that 
by 2029, agentic AI will autonomously 
resolve 80% of common customer 
service issues. That level of independ-
ence marks the dawn of AI autonomy, 
where agents become collaborators 
rather than tools.

“We’ve moved from that chatbot 
phase of AI into thinking about how 
we embed it into our core workflows,” 
explains Amanda Grant, chief product 
officer at OneAdvanced. “The differen-
tiator now isn’t whether you use AI, but 
how deeply and intelligently it’s inte-
grated into your operating model.”

For business leaders in the middle of 
the AI journey, agentic AI represents 
the critical inflection point. Getting 
it right means shifting from proof-of-
concepts to structured workflows, 
from generic tools to sector-aware 
agents, from cost savings to customer 
experience and from fear of risk to 
confidence in trust. 

Here, we lay out how agentic AI is 
moving from hype to practical busi-
ness advantage, with six key shifts that 
business decision-makers should pay 
attention to.

The shift from experimentation  
to real value
The last wave of AI pilots helped test 
what was possible but often sat on 
the edge of the business. Now, organ-
isations are embedding AI directly into 
workflows. Instead of a chatbot in a 
corner, businesses want systems that 
operate “in the flow of work”.

That change requires integration with 
data, applications and decision-mak-
ing processes. The focus is on AI’s 
measurable value.

With expertise in healthcare, govern-
ment and legal services, OneAdvanced 
helps users design AI-enabled pro-
cesses that complete real-world, busi-
ness-critical jobs rather than experi-
mental side projects.

“Organisations that just experiment 
with AI without a focused plan will 
probably fail to achieve their goals,” 
says Grant. “Real progress comes when 
you understand the critical jobs to be 

done – summarising a medical docu-
ment, progressing a legal case, pro-
cessing a complaint and so on – and 
build AI into that flow of work.”

Agentic AI as a business 
differentiator
An AI agent handles a single task, such 
as summarising a document. An agen-
tic system goes further: it identifies the 
problem, plans a sequence of steps 
and executes them autonomously.

That means processes can run contin-
uously without waiting for human inter-
vention. A single engineer could orches-
trate a team of AI coders – one writing 
code, another testing it, a third checking 
architecture and so on. Humans become 
the conductors, not the performers.

“Agentic AI is a huge productivity 
gain because you can scale up with-
out bottlenecks. Agents can work 
overnight while your team rests. That 
makes them genuine business differ-
entiators,” says Grant.

Crucially, the advantage doesn’t 
come from generic tools. Success 
depends on sector-specific AI agents 
that understand industry knowledge, 
regulations and workflows.

The challenge
The NHS faces a perfect storm: constrained funding and staff shortages 
set against a backdrop of rising demand. GP surgeries are on the front-
line of this pressure.

Every day, surgeries process up to 600,000 documents nationwide – 
referral letters, hospital discharge notes and more. Each document must 
be read, assessed, summarised, coded and filed into patient records.

With 360,000 SNOMED clinical codes to choose from, accuracy 
matters. Coding errors can impact patient care and even funding, as 
certain codes drive resource allocation. Yet the manual workload drains 
staff time and risks burnout.

The solution
OneAdvanced worked with GP surgeries to co-develop the Workflow 
Assist system. It includes two AI agents: one that processes and con-
denses multi-page letters into clear summaries, highlighting urgency, 
medication changes and next steps, and one that suggests the correct 
SNOMED clinical codes to align records and ensure consistency.

A human remains in the loop to validate outputs, ensuring safety and 
building trust. Over time, more autonomy will be added to the AI.

“At the moment we’ve got humans validating, but the next stage is 
agentic – where the system doesn’t just suggest but also acts, like 
auto-filing non-urgent letters,” says Grant. “But it’s all about trust. 
That’s why auditability and transparency are essential.”

The impact
Workflow Assist has been transformative. Users report a 90% approval 
rating for the accuracy of processed documents. On average, each 
practice can save £12,000, largely thanks to reduced time spent on 
administrative tasks. Patients benefit, too, with GPs receiving clearer 
information more quickly, which leads to better outcomes. Notably, 
35% of new customers now come through referrals, reflecting strong 
trust and satisfaction.

Grant says: “The cost savings are significant at a national scale, but 
the bigger impact is freeing up GPs to spend more time with patients 
– potential capacity to deliver 150,000 more patient appointments a 
week. That’s what matters most.”

Why it works
The deployment succeeds because it meets three key criteria. First, it 
focuses on clearly defined jobs to be done – summarisation, coding and 
filing – each with measurable impact.

Second, clinicians remain in the loop, retaining oversight that ensures 
trust in the system.

Third, the solution reflects OneAdvanced’s understanding of GP 
workflows, regulation and funding models. Unlike AI for the sake of it, 
this system delivers real-world results precisely because it is tailored to 
the context.

The future
The roadmap includes adding greater autonomy, such as automatic 
filing of non-urgent documents and workflow orchestration. Each step 
will balance increased automation with the safeguards of auditability 
and transparency.

Ultimately, this case demonstrates how agentic AI can move from hype 
to genuine transformation – not by replacing humans but by enabling 
them to focus on higher-value work.

 
Organisations that just 
experiment with AI without a 
focused plan will probably fail  
to achieve their goals 

How agentic AI is 
transforming GP surgeries

From cost savings  
to customer impact
Early AI adoption was framed in terms 
of efficiency and cost-cutting. While 
savings still matter, the new frontier is 
customer experience.

Customers expect faster resolution, 
personalised interactions and predic-
tive outcomes. Agentic AI, with its abil-
ity to anticipate needs and take action, 
sets a new standard.

Gartner’s forecast that eight out 
of 10 customer service issues will be 
resolved autonomously in the not-
too-distant-future implies not just 
cost savings but a fundamental shift in 
expectations. The dream is that waiting 
in a queue for a human agent may soon 
be a thing of the past.

According to Grant, the conversation 
has moved from cost efficiency to cus-
tomer value. For example, in health-
care, the goal isn’t just reducing admin 
time but improving patient outcomes 
by giving clinicians better information 
and more time with patients.

The importance of trust and security
Autonomy brings both opportunity and 
risk. For instance, an agent instructed 
to maximise performance might spin 
up a prohibitively expensive server 
unless boundaries are set. That’s why 
guardrails are non-negotiable.

“The more autonomy you give, the 
more you must have these rules in 
place. With agentic AI, trust and secu-
rity step up a notch,” says Grant.

Every agent should operate against 
well-defined goals. At the same time, 
there should be clear limits on what the 
AI can and cannot decide on its own. 
At critical junctures, humans provide 
the judgment and accountability that 
machines cannot replicate.

Security also extends to the data 
itself. Controls, such as detecting and 
masking personally identifiable infor-
mation, protect sensitive inputs and 
outputs from misuse. Auditability is 
equally important. Every decision 
made by an agent must be traceable, 
with transparency of the reasoning 
process and the data that informed it.

Compliance, too, is essential to 
ensure that systems remain lawful 
as well as trustworthy. Finally, strong 
cyber defences must underpin the 
entire stack, from the models them-
selves through orchestration layers to 
continuous monitoring.

By combining risk-based permis-
sions with transparency and audita-
bility, organisations can grow without 
losing control.

Real-world proof, not hype
Agentic AI is already delivering 
results. Take UK GP surgeries, where 
OneAdvanced has deployed its 
Workflow Assist systems.

Each surgery receives hundreds of 
electronic documents per week, rang-
ing from specialist letters to hospital 
updates. Staff must summarise them, 
triage urgency, identify medication 

changes and assign SNOMED clinical 
codes – universal reference numbers 
that translate written medical details 
such as symptoms, diagnoses and 
procedures into a standardised code 
that both humans and computers can 
understand – from a library of 360,000 
terms. The process is time-consuming, 
can be prone to error and adds to NHS 
staff pressures.

OneAdvanced’s system uses two  
AI agents: one summarises docu-
ments, flagging urgency and next steps,  
while another suggests relevant 
SNOMED codes.

But humans still validate outputs and 
90% of user feedback has been posi-
tive on accuracy. With estimated aver-
age time value savings of £12,000 per 
practice per year, and even greater 
improvements in patient care, the 
solution is proving its worth. 

“What matters is not just saving admin 
time,” says Grant. “It’s the better out-
comes – if GPs get clearer summaries 
and accurate coding, patients get better 
care. That’s the real value of agentic AI.”

See the detailed case study [right] for 
more on this deployment.

Preparing for the future of work
Headlines about “the end of the 
entirely human workforce” miss the 
point. The future is not human versus 
AI, but human with AI.

Agentic systems will handle repetitive 
and predictable work, freeing people 
to focus on creativity, strategy and 
complex decision-making. Roles will 
evolve, where an engineer can become 
the orchestrator of a team of digital 
coders, not the sole producer.

Grant explains: “Organisations 
must focus AI on the jobs to be done, 
embed it in the flow of work and build 
trust through transparency. That’s 
how businesses will unlock the real 
promise of AI autonomy.”

Beyond the pilot phase:  
scaling with confidence
What distinguishes organisations 
making real progress with agentic AI is 
not experimentation but scale.

Moving from pilots to production 
requires confidence that the system 

can deliver consistently, safely and in 
compliance with regulation. That’s why 
the focus is increasingly on auditabil-
ity, trust and sector expertise. Leaders 
want to know not just that an agent can 
perform a task once, but that it can 
repeat it thousands of times across 
complex workflows, without drift or 
unintended consequences.

Equally important is the change man-
agement that accompanies deploy-
ment. Agentic AI isn’t just a technology 
upgrade – it reshapes roles, responsi-
bilities and even measures of perfor-
mance. Successful organisations invest 
as much in training and culture as in 
algorithms. They recognise that humans 
remain accountable and that transpar-
ency is essential to maintain trust with 
employees, regulators and customers.

By moving from AI experiments to 
purposeful agentic solutions, firms can 
unlock the transformative potential of 
the technology.

For more  
information  
please visit
oneadvanced.com

 
Agentic systems 
will handle 
repetitive and 
predictable work, 
freeing people 
to focus on 
creativity, strategy 
and complex 
decision-making

80%
of common customer 
service issues will be 
autonomously resolved 
by agentic AI by 2029

Gartner, 2025
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Generic AI is for emails. Specialised AI is for your financials. 
Introducing Verity by BlackLine.
 
Built on two decades of financial automation leadership, 
Verity by BlackLine provides the auditable accuracy 
your business demands. It’s the confidence you need for 
unstoppable finance.

Your board will ask 
about AI for finance. 
This is the answer.

W
e should all support the 
UK’s ambition to be a lead-
er in AI. But the manner in 

which the government’s AI upskill-
ing strategy is being implemented 
threatens to put the cart before the 
horse and overlooks how innovation 
really works.

The government has unveiled na-
tionwide upskilling initiatives aim-
ing to deliver essential AI training to 
7.5 million workers by 2030. But 
much of the focus in practice has 
gone to hyper-regional efforts, such 
as strengthening the Oxbridge 
growth corridor. This risks over-
looking clusters of talent in other 
parts of the country and reinforcing 
the North-South divide.

AI talent doesn’t just sit in labs or 
lecture halls. It’s found in small 
businesses across every region, 
where people are experimenting, 
building and creating the products 
that will define the next decade. If 
upskilling efforts don’t reach every 
region and industry, opportunities 
will be concentrated too narrowly. 

The UK has always been strong on 
research. The challenge, historical-
ly, has been commercialisation. 
There are simply too many ideas 
that remain in the lab or get swal-
lowed up by big companies, because 
startups aren’t given proper support 
to grow. Policymakers risk prioritis-
ing large corporations over the UK’s 
own AI ecosystem, which largely 
consists of small, incredibly talent-
ed teams trying to expand and de-
velop their businesses. They require 
different types of support than in-
ternational tech giants.

For most startups, the biggest ob-
stacle is not a lack of ideas or ambi-
tion, it’s the process of hiring talent. 
The Office for Budget Responsibility 
estimates the rises to employer Na-
tional Insurance contributions will 
add a 7.1% real-term rise to the price 
of hiring a full-time employee on 
the national living wage and 10.6% 
for part-time workers. Even smaller 
gestures, such as introducing Na-
tional Insurance contribution cuts 
tied to revenue or head count, might 
give startups more resources to hire 
and retain UK employees.

Immigration policy in the UK may 
also hold back progress. The num-
ber of science, research and engi-
neering visas decreased by a third in 
the later months of 2024. This is a 
problem for the UK’s AI readiness. 
Hiring the world’s best AI talent 
doesn’t mean opportunities for do-
mestic workers will be lacking.

Solving a lot of these problems 
comes down to mindset: the UK is 
still too risk-averse. More often than 
not, failure is seen as career-ending 
rather than as a stepping stone to 
better things. The UK must build a 
culture that rewards entrepreneur-
ship and risk-taking. 

Grant schemes such as Innovate 
UK should be sufficient, but limited 
categories, time-sensitive deadlines 
and complex documents and hur-
dles mean smaller businesses often 
don’t bother to apply. In many cases, 
they lack the resources or knowl-
edge to do so. Large enterprises with 
dedicated grant teams scoop up 
those benefits instead.

The UK must invest in AI capabil-
ities. However, without the right 
foundations, training programmes 
will fail to deliver lasting impact. 
Most companies are ready to adopt 
AI in their workflows, but they need 
better support to embed AI into 
their systems and operations. That 
means not just training people to 
write better prompts.

For the UK to be an entrepreneuri-
al country where people are encour-
aged to innovate, it’ll need focused 
investment, along with government 
policy that reflects the way innova-
tion actually occurs.

This can only be achieved with 
more inclusive, national talent initi-
atives, wiser immigration and tax 
incentives to help startups hire and 
retain talent, funding systems that 
work for small businesses and a shift 
from focusing on prestige projects to 
enabling real-world impact across 
sectors and regions.

If we get this right, the UK can ful-
fill its ambition of being a world 
leader in AI. But if we get it wrong, 
we run the risk of training a genera-
tion of people who will take their 
ideas and ambitions elsewhere.

‘The UK must  
build a culture that  

rewards risk-taking’

I N S I G H T

Muj Choudhury
Chief executive
Rocketphone.ai

The government’s AI upskilling initiatives 
won’t be enough to even the playing field 

for startups and small businesses

Navigating volatile markets is a per-
ennial challenge for finance leaders. 
Thankfully, new tools are emerging 
to help analysts and consultants 
devise and direct major business 
projects. By analysing vast data sets 
to find patterns in a company’s oper-
ations, supply chain or customer 
base, AI systems can unlock value 
and reveal opportunities for diversi-
fication, before market pressures 
force a reaction.

Researchers at Nottingham Busi-
ness School’s Centre for Business 

Boosting market  
resilience

and Industry Transformation have 
developed a system that analyses 
the potential value of companies’ 
competencies, rather than their 
current products, and suggests how 
their resources can be redeployed in 
new markets. 

For instance, the system was 
used by an autoparts manufacturer 
to identify in-house proficiencies in 
metal processing. These insights 
enabled the firm to pivot into a new 
area of business: jewellery exports. 
Then, when the market reached  
saturation, the firm pivoted again to 
manufacturing metal wound 
clamps for battlefield medics.

Once reluctant to entrust high-value work to AI, CFOs may finally 
be warming to the idea. Here are five ways the technology is 
reshaping financial operations – for better or worse

5 ways AI is transforming 
the finance function

1
5

4

2

Financial criminals and crooked 
traders plan their activities in 
coded or jargon-laden exchanges 
when they know their telephone 
conversations and emails are being 
recorded. That’s why compliance 
providers are developing large lan-
guage models capable of decoding 
clandestine communications.

Banks, hedge funds and regula-
tors can use these tools to track 
employee messages and uncover 
secret languages. One company 
claims its pilot system can decipher 
phrases coded with emojis and even 
pig Latin. 

Meanwhile, boards are using 
GenAI to produce natural-language 
narratives that translate complex 
financial-performance data into 
clear, accessible summaries. This 
frees up finance leaders’ and ana-
lysts’ time and helps to ensure that 
reports are intelligible to those lack-
ing technical finance expertise.

Translating  
finance-speak 

Bankers and other finance profes-
sionals are using AI tools to enable 
better interactions with customers. 
AI providers have designed systems 
capable of understanding human 
emotions. These can detect when 
specific words, phrases or pauses 
might indicate feelings such as frus-
tration or confusion and guide ser-
vice agents to respond effectively.

In finance, customer service tac-
tics rely heavily on demographic 
data, such as age and income. 
Emotional analytics, however, add 
a layer of immediacy, enabling 
banks or financial advisers to adjust 
their advice based on how a cus-
tomer is feeling at that moment. 

The application of these systems 
in finance extends far beyond cus-
tomer care. In procurement or nego-
tiation calls, for instance, analysing 
tone or speech patterns could help 
teams spot hesitation, tension or 
evasiveness. Similar tools are being 
developed to serve vulnerable cus-
tomers. These flag vocal cues that 
might indicate dementia or a mental 
illness, helping finance profession-
als implement relevant safeguards. 

Burnout looms large in the finance 
function. Almost all (99%) account-
ants have experienced burnout 
resulting from relentless work pres-
sures, according to a study by Flo-
qast, an accounting-software firm. 

Sam Altman warned that we are fac-
ing an impending AI-powered fraud 
crisis, where anyone will be able to 
perfectly imitate anyone else. This 
prediction has finance leaders wor-
ried. Last year, the British design 
firm Arup was scammed out of $25m 
(£19m) by a deepfake. And such 
sophisticated attacks are becoming 
more common.

To combat this, some firms are tri-
alling AI systems that go beyond 
flagging suspicious transactions 
and can analyse the behavioural 
biometrics of users. 

During high-risk transactions, for 
example, these systems can detect if 
a user is typing erratically, hesitat-
ing, switching devices or appears to 
be coached over the phone. Such 
patterns can indicate social engi-
neering or coercion in real time.

Detecting emotion

Predicting burnout

Hunting down fraud

The global emotion-detection and 
recognition market is forecast to 
reach $136bn (£101bn) by 2030, 
according to Grand View Research, 
fuelled by innovations in 
deep-learning algorithms. 

But the integration of emotional 
AI in financial services is not with-
out its challenges. Chief among 
them are the ethical and privacy 
concerns that arise when firms 
begin deploying surveillance tech 
and manipulating customers' emo-
tions. In the UK, a parliamentary 
inquiry on AI in financial services 
recently received written evidence 
that both lauded emotional and 
behavioural surveillance and 
warned of its harmful effects.

Some companies are using AI to 
scan workplace data and flag signs 
of stress or overwork before the 
problems spiral. By analysing 
expense-claim patterns, for exam-
ple, AI can spot the tell-tale markers 
of exhaustion, such as frequent late-
night meals or a surge in last-minute 
travel bookings. 

Unilever, for instance, has rolled 
out an AI-powered wellbeing pro-
gramme that monitors workplace 
data for potential burnout risks. It 
has been integrated with the Micro-
soft 365 suite to analyse calendar 
and email patterns while maintain-
ing strict privacy controls.

However, although companies 
argue that such technologies sup-
port employee wellbeing, in prac-
tice, these systems often amount to 
intrusive workplace surveillance. If 
not implemented carefully, AI- 
powered workforce monitoring soft-
ware could harm rather than help 
workers’ mental health and morale.

Some tools even include a daily 
adaptive model, which retrains 
itself every 24 hours based on new 
behavioural data and fraud signals. 
Systems equipped with this func-
tion can detect emerging threats 
without human reprogramming. 

Sam Birchall
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F
inance leaders usually try to 
avoid using systems they don’t 
fully understand – and rightly 

so. Mistakes in the books or improper 
financial reporting, for instance, can 
lead directly to big losses. But many, it 
seems, are finally coming round to 
implementing AI.

Nine in 10 finance chiefs now believe 
generative AI is crucial for financial 
planning and analysis, according to a 
new report by Pymnts Intelligence, a 
data platform. Fewer than half 
expressed such confidence in March 
2024. The findings signal an increased 
reliance on GenAI across core financial 

functions, including reporting, cost 
management and strategic planning.

But AI systems can do much more 
than crunch numbers and automate 
spreadsheets. From deciphering behav-
ioural cues to decoding trader slang, 
AI’s role in finance is expanding in  
new and unexpected ways.

https://www.blackline.com/products/verity-ai/
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Commercial feature

 
The richer the data sources 
from across the organisation, 
the more insights and different 
questions you can ask of it 

B
usiness leaders have long 
been tasked with maximising 
the potential of human intel-

ligence. But in 2025, they’re not just 
managing the hearts and minds of 
people. Leaders must exploit the com-
petitive advantages of AI and empower 
their human employees to use the 
technology effectively to steal a march 
on their rivals. 

The majority of businesses are using 
AI in some capacity. A survey by 
McKinsey & Company found that 78% 
of organisations are using the technol-
ogy in at least one business function. 
But early experimentation has led to 
fragmented, disconnected tools in 
isolation across different areas of the 
business. And while this might have 
been a necessary entry point into 
enterprise AI, companies must evolve 
their approach as the market and 
technology mature. 

Isolated tools, such as AI-powered 
customer-service chatbots, are 
designed to solve specific, niche 
problems, rather than drive enter-
prise-wide transformation. This 
means they have little or no reuse 
potential in different organisational 
contexts, limiting their ROI. They also 
create complexity in the form of siloed 
data, technical debt caused by using 
multiple tools and models, and poten-
tial security risks in the absence of 
transparency and controls. 

AI tools v an AI-native approach
Simply using AI tools won’t be enough to 
maintain a competitive edge in the long 
term. After all, most businesses now 
have access to all the same technol-
ogy. Instead, the competitive 
advantage will be seized by 
businesses that become AI 
native. This means moving 
away from treating AI as 
just another product or a 
bolt-on tool for isolated 
problems. Instead, busi-
nesses should embed it 
at the core of their oper-
ations, decision-making 
and processes for building 
new products and services. 

John Clarke is helping enter-
prises navigate this change. He’s a 
senior technology consultant at 
Telana, a leading provider of AI, data 
and cloud-technology solutions.  

The company is helping businesses 
harness the full potential of AI tech-
nology to solve business challenges. 
Clarke says leaders must begin by 
adopting an AI-native mindset. This 
involves a whole organisational view, 
including building platforms, not just 
products, using data effectively, 
upskilling the workforce and adopting 
a continuous learning approach. 

“Leaders are enthusiastic about using 
AI, but a technology-led approach has 
resulted in a lot of failed uses,” says 
Clarke. “If you’re designing a new prod-
uct, service or process, leaders must 
understand whether there is actually a 

business case to solve,” says Clarke. 
“Is AI the right solution? Will it 

increase revenue? Will it drive 
business-wide change? How 

are you going to measure 
that? What are the met-
rics? My job is to get into 
that detail with leaders 
and measure the poten-
tial impact of an  

AI solution on opera-
tional efficiency, risk  

and revenue.” 

Building an AI  
operating system 

Once those questions have been 
answered, the next step is to create 
the necessary infrastructure to facili-
tate an AI-native transformation. This 
involves building an AI operating 
system (OS) that serves as a central hub 
and nervous system for a business. The 
aim of an AI OS is to ingest, unify and 
extract insights from data across a 
company by considering workflows 
that connect all departments and inte-
grating key platforms, including for 
customer relationship management 
and enterprise resource planning. 

This enables businesses to weave AI 
into the fabric of the entire business: the 

products and services delivered to cus-
tomers, the internal processes that drive 
day-to-day efficiency, the skills and 
mindsets of the people who use it, and 
the culture that prioritises data-driven, 
AI-informed decisions. In short, the OS 
would create an intelligent engine for 
running a business where AI is the default 
way an organisation develops.

Clarke says a central OS would gener-
ate intelligent and profitable insights 
that disconnected, siloed systems 
simply can’t provide. “The ultimate aim 
is to build platforms, agents and a 
repository of data built through the AI 
models,” he says. “It can start to answer 
multiple types of questions that you 
might want to ask about that data. The 
richer the data sources from across 
the organisation, the more insights and 
different questions you can ask of it. As 
a business acquires more data, it will 
continue to learn, adapt and evolve.” 

AI-native businesses in action
Telana is helping traditional businesses 
such as Channel 4 operate like AI 
natives. Partnering with the broad-
caster, Telana is supporting Channel 4’s 
ambition to help smaller brands create 
TV ads using generative AI. This initia-
tive helps address a key market chal-
lenge: the high cost and complexity of 
producing ads that have historically 
been major barriers for smaller brands. 

According to Telana, this AI-native 
approach enables these firms to punch 
above their weight. By using AI models 
to generate broadcast-quality ads, they 
are making TV advertising more accessi-
ble. The next step is to integrate AI into 
every stage of the creative process, 
from ideation and storyboarding to 
compliance checking and publication.

For AI-native startups, this is already 
their reality. This new generation of 
companies has been born with AI at its 
core. AI is the product, the primary 
workforce and often the key deci-
sion-maker. Algorithms are the brains 
that find market gaps and generate 
product ideas. They’re also capable of 
writing and deploying code. Customer 
support and acquisition are also han-
dled by AI, while financial decisions and 
transactions are carried out by AI 
agents. In these businesses, humans 
oversee tasks but don’t perform them. 

These startups provide a competitive 
warning to legacy organisations. Such 
companies learn at a much faster rate, 
with every transaction or click serving 
as a data point for continuous improve-
ment. They’re capable of making faster 
and more accurate decisions across 
key functions such as finance, opera-
tions and marketing. Predictive models 
also minimise risk by spotting forecast-
ing errors and potential customer 
churn ahead of time.

Businesses that can adapt rapidly to 
this intelligent new reality will thrive in an 
AI-native future. Those that don’t will be 
left behind by competitors who learn, 
adapt and grow at machine speed.

For more information please visit
telana.com

AI-native marks the end 
of ‘app for that’ era
Most businesses 
use AI, but only 
those that embed 
it at their core 
through an  
AI-native approach 
can truly learn, 
adapt and thrive

of organisations 
are using AI in at 
least one business 
function

78%

McKinsey & Company, 2025

T
he EU AI Act is pioneering 
legislation that seeks to 
regulate transparency and 

accountability for AI systems and 
sets out acceptable levels of risk for 
AI uses based on societal, ethical 
and legal considerations.

EU member states will enforce the 
act, with penalties for the most egre-
gious infringements reaching €35m 
or up to 7% of annual worldwide 

turnover, whichever is higher. Simi-
lar to GDPR, the regulations apply to 
any organisation operating in the 
EU, not just businesses that are 
located in the bloc.

In August, a key provision, target-
ing general-purpose AI platforms, 
came into force. AI providers will be 
required to thoroughly assess the 
safety of their models through risk 
assessments and testing. The must 

also maintain technical documen-
tation about their model architec-
tures and make those records 
available to authorities. They will 
also be required to publicly disclose 
their training data if it is requested 
by the appropriate authorities.

Here, experts in the fields of tech, 
legal, academia and policy reflect on 
what the EU AI Act has got right – 
and what could be improved.

Tamlin Magee

Brussels’ landmark AI legislation is imperfect but could 
pave the way for similar policies around the world. 
What does it get right – and wrong?

Experts weigh in  
on EU AI Act

L E G I S L A T I O N

European businesses face far more 
regulation than Silicon Valley's 
startups, which makes it very diffi-
cult for them to compete. The com-
pliance burden for firms in the EU 
ultimately slows the speed of tech 
development across the bloc.

The act is critical to ensure AI is 
transparent, controllable and, most 
importantly, not harmful. But we 
have to think about it together. The 

One of the most significant antici-
pated successes of the act is the 
standardisation of AI security 
across the EU. A key strength of the 
proposed regulation is its emphasis 
on security by design, mandating a 
lifecycle approach that integrates 
security considerations from the 
outset and throughout an AI sys-
tem’s operational life.

Several caveats could hinder the 
effectiveness of such AI-security 

speed of development of the AI 
industry in Europe, should be taken 
into account. We lack the intense 
collaboration between industry 
and government that would make 
the legislation more fruitful.

The EU should create exceptions, 
not based on employee headcount 
or revenue, but on [the substance 
of] AI initiatives. There are many 
tech products and services that 

regulations. Threats are evolving 
rapidly. New attack vectors may 
emerge faster than static rules can 
be updated, meaning regular revi-
sions will be required.

Enforcement will be difficult, too, 
as AI supply chains and cloud 
deployments cross jurisdictions. 
There’s also the risk of ‘compliance 
theatre’, where firms prioritise tick-
box compliance over meaningful 
security enhancements.

Europeans would like to develop 
inside huge corporations, and it’s 
important to be able to compete 
with American companies and to 
preserve development velocity.

If AI startups aren’t affecting a lot 
of people, we should leave them 
alone and let them grow. When the 
startup is significant enough to 
impact society, then let’s start 
thinking about regulation.

However, the act is the first major 
legislation to call out protections 
against data poisoning, model poi-
soning, adversarial examples, con-
fidentiality attacks and model 
flaws. The real compliance burden 
will be determined by technical 
specifications that don’t yet exist. 
These will define the practical 
meaning of “appropriate level of 
cybersecurity” and may evolve rap-
idly as AI threats mature.

The  
European business view

The  
cybersecurity view

Kirill Skrygan  
CEO of JetBrains

Dirk Schrader  
CISO of EMEA at Netwrix

The EU AI Act is a step in the right 
direction. Every new technology 
must be accompanied by rules gov-
erning its use. The act is the best  
effort we have thus far.

I worry that an approach based on  
risk management is at odds with 
one that puts fundamental rights at 
the centre of liberal democracies. 
But the devil is in the details. The 
outcome will partly depend on how 
the law is interpreted, implemented 
and enforced.

The EU AI Act is the first attempt to 
regulate AI comprehensively and 
that should be noted as a major 
achievement of the EU.

It sets the tone for global AI gov-
ernance in the same way that GDPR 
set the tone for data protection. 
There’s potential with the EU AI Act 
that other countries will follow that, 
too – it could become the blueprint. 
No other government will try any-
thing so ambitious.

But, being the first act of its kind, 
it maybe gets things a little wrong 
on practicalities, particularly for 
businesses that work globally, for AI 
ecosystems that we haven’t consid-
ered yet and also for SMEs.

The EU AI Act provides clarity 
where legal obligations have been 
ambiguous. By establishing risk-
based tiers, particularly for high-
risk systems, it a framework in 
which to develop AI systems.

While the law technically gives 
open-source AI a pass, the most 
widely used systems will still fall 
under the regulation. This could 
help to boost public trust in AI, 
since popular open tools will still 

The challenge is to stand our 
ground as Europeans in the face of a 
complex geopolitical context, while 
also looking for international allies 
in other liberal democracies.

Everyone has a part to play in 
building the kind of society we want 
to live in – one that respects funda-
mental rights and freedoms. We 
need innovators to build competi-
tive technology that's compatible 
with that. We deserve tech that is 
more respectful of our autonomy.

What does it get right? The act is 
very clear on high-risk categories. 
Whether you agree or disagree with 
the list, its terms are easy to com-
prehend. It also gets its risk-based 
approach right for AI models, speci-
fying unacceptable risk, high risk, 
limited risk and minimal risk. 
Moreover, the drafters have shown a 
willingness to listen to a broad 
range of stakeholders.

The compliance obligations are 
quite heavy, however, particularly 
for startups and SMEs that are 
building foundational models or 
sector-specific AI solutions. The 
reporting requirements are com-
plex and, at times, ambiguous.

need to meet safety standards. But 
it also creates additional costs for 
developers, who must ensure their 
tools comply with the regulation.

Ideally, the regulation would be 
clear and agile – protecting users 
and building trust, without creat-
ing a compliance burden that stifles 
innovation. The real test will be 
whether the EU can strike that bal-
ance and whether others choose to 
align or go their own way. 

The  
ethical view

The  
policy view

The  
legal view

Carissa Veliz, Professor of philosophy  
and ethics, University of Oxford

Matthew McDermott  
Director, Access Partnership

Melissa Hall 
Legal director at Morton Fraser 

https://telana.com/
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Three-quarters of marketing leaders believe AI will be central to their team's success in 2026. But many are struggling 
to implement the technology effectively. There are plenty of reasons for this, but inadequate workforce training tops 
the list. It's a catch-22 for businesses seeking to deploy AI to drive efficiency and reduce costs. Employees must be 
trained to use the technology if adoption efforts are to be successful – but how many of those workers will be around 
much longer anyway? After all, over half of CMOs expect AI to eliminate jobs in their function.

CMOS STRUGGLE 
WITH AI READINESS

FOUR IN FIVE MARKETERS HOPE AI WILL REDUCE TIME SPENT ON REPETITIVE TASKS

Outcomes marketers are seeking to achieve with AI tools

A LACK OF EDUCATION AND TRAINING IS THE GREATEST BARRIER TO AI ADOPTION

Barriers to adopting AI tools in marketing

Reducing time spent on repetitive, data-driven tasks

Getting more actionable insights from marketing data

Accelerating revenue growthUnlocking greater value from marketing technologies

Generating greater ROI on campaigns

Creating more personalised consumer experiences

Driving costs down
Increasing qualified pipeline

Predicting consumer needs and behaviours m
ore accurately

Shortening the sales cycle

Other

None of the above

82%

65%

63%

59%

58%

56%

52%

43%

43%

32%

6%

1%

62%

52%

41%

40%

36%

35%

28%

27%

26%

22%

22%

22%

7%

5%

Lack of education and training

Lack of awareness or understanding

Lack of resources

Lack of strategy

Lack of suitable skills in the team

Fear or mistrust of AI

Lack of executive support or vision

Lack of tech infrastructure

Lack of ownership or governance

Unknown risks

Lack of useful data

Unrealistic expectations

Other

None of the above

JOB LOSSES ARE NOT THEIR ONLY CONCERN

Marketers' top reason to be concerned or excited by the use of AI in the function

Job loss or being 
left behind

Ethical violations, 
biases and misuse

Pace of change and 
lack of guardrails

Efficiency and 
time-savings

General  
potential

Creativity and 
innovation

Concerned about Excited about

AT LEAST 65% OF FIRMS DO NOT 
OFFER AI-FOCUSED TRAINING

Organisations' provision of AI support  
to marketing teams

15%

13%

9% 7%

9%

37%

A MAJORITY OF MARKETERS  
BELIEVE AI WILL ELIMINATE JOBS  
IN THEIR INDUSTRY

Marketers' expectations of AI's impact  
on jobs in the industry

We offer AI-focused 
education and 
training on AI

More jobs will be 
eliminated by AI

We offer no  
such training

More jobs will be 
created by AI

We are developing an 
AI training programme

Not sure

Not sure AI won't meaningfully impact the 
number of marketing jobs

32%

44%

21%

3%

7%

53%

24%

15%

55%

of organisations have no policies 
guiding the use of AI-generated text, 
images, video or audio

51%

have no policies setting out the 
ethical or responsible use of AI for 
public-facing content

59% 64%

have no internal group or committee responsible 
for developing policies and practices, or 
considering the impact of AI on the company

of marketing teams have no strategy 
or roadmap for the use of AI over the 
next one to two years

Marketing AI Institute, SmarterX, 2025
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With AI supposedly coming for 
everyone’s jobs, from coders to 
poets, organisations are increasing-
ly waking up to the need to upskill, 
well, everyone. For governments 
and enterprises of all sizes, prepar-
ing workers to use AI has become a 
priority in recent years.

For instance, Infosys, an IT ser-
vices and consulting firm, has 
introduced a layered upskilling 
programme, where employees 
receive training based on the level 
of AI expertise required for their job 
function. The programme classifies 
staff as AI "users", "builders" or 
"masters", and outlines different 
training modules for each group.

Meanwhile, in the Isle of Man, leg-
islators are working to make AI 
training available to every citizen 
and business in the crown territory. 
And, across the UK, schools, colleg-
es, community hubs and workplac-
es will soon offer AI-skills courses 
as part of a government-led initia-
tive to train 7.5 million UK workers 
(about one-fifth of the workforce) to 
use GenAI effectively. Keir Starmer, 
the prime minister, has put AI at 
the heart of the government’s 
industrial strategy.

When the Labour Party came to 
power in 2024, the new government 
recruited Matt Clifford, an investor 
and AI evangelist, to develop a blue-
print for making the UK an AI 
superpower. Thus began the crea-
tion of the ‘AI action plan’, which 
was unveiled by Downing Street at 
the start of the year.

The plan will “mainline AI into the 
veins” of the UK, according to 
Starmer. Its flagship policies include 
loosening planning restrictions 
around so-called AI growth zones 
(clusters of data centres) and devel-
oping sovereign data networks and 
computing infrastructure.

Starmer also said that the UK must 
carve its own path with AI regula-
tion, especially given that it now has 
the freedom to do so, post-Brexit.

When the Chinese AI startup Deep-
seek launched its R1 ‘reasoning’ 
model, a system that is free to use 
and cheap to train, the internation-
al markets took notice. Tech leaders 

GenAI fans are always eager to try 
out new iterations of ChatGPT. 
Before launching its latest model, 
GPT-5, OpenAI stoked the hype 
flames by highlighting the LLM’s 
ability to give “PhD-level" responses, 
as well as its substantially improved 
programming functionality for 
would-be vibe-coders.

But some of ChatGPT’s most loyal 
users were disappointed at GPT-5's 
lack of personality and generally 
unimpressive answers to prompts. 
OpenAI's chief executive, Sam Alt-
man, claimed that a malfunction-
ing model-switching feature meant 
that users were unknowingly inter-
acting with a “way dumber” version 
of the platform.

While AI advocates excitedly await 
new models, some critics and scep-
tics have started to wonder how 
much further GenAI systems can be 
improved. If such tools have come as 
far as they can go, the AI bubble 
could be about to burst.

Still, OpenAI’s popularity does not 
appear to be waning. The UK’s for-
mer tech secretary, Peter Kyle, had 
apparently discussed a deal with 
Altman to provide a ChatGPT 
account to every UK citizen. 

A
cursory glance at this 
year’s headlines suggests 
that "technology" might as 

well be synonymous with "artificial 
intelligence". Even as many strug-
gle to prove its value, business lead-
ers can’t seem to get enough of 
generative AI, eager as they are to 
alchemise their firms' pilot projects 
into something revolutionary.

Spending on the technology is 
through the roof. AI has rocketed up 
the agenda for governments, which 
increasingly view the tech as a mat-
ter of national security. The UK and 
the US, for instance, are developing 
ambitious sovereign-compute pro-
jects. Meanwhile, Silicon Valley 
firms are spending record amounts 
on AI infrastructure.

But the technology has not come 
without controversy. While more 
people than ever before are using  
AI tools, citizens are increasingly 
concerned about AI's impact on 
jobs and society as a whole.

made cheaper and more energy effi-
cient, demand for it would likely 
increase in the long term. Providers 
would simply seek to accomplish 
more with the technology rather 
than use less of it. Nvidia is often 
considered a bellwether for the 
broader AI industry.

The Deepseek saga failed to 
undermine the business model of 
any major semiconductor firm, 
although shares in Broadcom and 
Taiwan Semiconductor Manufac-
turing Co also slid initially on the 
launch. It may, however, have ignit-
ed an AI arms race between the 
world’s superpowers.

The market shock brought to light 
China’s growing competency in 
developing AI models. Curious  
timing, given that Donald Trump, 
meanwhile, was preparing to 
launch a trade war intended at least 
in part to undermine competition 
against the US tech industry.

The EU became the first major trade 
bloc to legislate against potentially 
harmful uses of AI. The EU AI Act 
became law in 2024 and will be 
applied and enforced in stages. The 

had long assumed that LLMs 
require enormous amounts of ener-
gy and infrastructure to train and 
run, but the Deepseek model proved 
them wrong. Ripples were felt 
across the sector – the tech-heavy 
Nasdaq index plummeted by 3% – 
but worst affected was America's 
largest chipmaker, Nvidia, which 
shed nearly $600bn (£484bn) in 
market capitalisation.

It wasn’t long before the company 
recovered, however, as market 
observers noted that if AI can be 

legislation aims to regulate trans-
parency and accountability for AI 
systems and providers and sets out 
levels of acceptable risk for AI appli-
cations based on societal, ethical 
and legal considerations.

Like GDPR, the regulations apply 
to any organisation operating in the 
EU, so it’s not only businesses locat-
ed in the bloc that are impacted. EU 
member states will enforce the act 
and non-compliance carries hefty 
fines. The worst infringers will face 
penalties of €35m (£30m) or up to 
7% of annual worldwide turnover, 
whichever is higher.

This year, the first and second 
stages of the act have come into 
force. The first establishes unac-
ceptable, unethical uses of AI, 
including for mass surveillance or 
discrimination. The second targets 
general-purpose AI platforms such 
as ChatGPT, establishing a broad 
range of compliance requirements 
for companies that use LLMs.

AI providers will be required to 
assess the safety of their models 
and demonstrate that they have 
done so through risk assessments 
and testing. They’ll also have to 
retain technical documents on 
model architectures, make those 
records available to regulators and 
publicly disclose training data if 
authorities deem it necessary.

The whole world 
has gone mad  
for artificial 
intelligence.  
Here are the key 
moments, movers 
and shakers of AI 
in 2025 thus far

2025’s biggest 
moments in AI

T R E N D S

13 January
UK AI action plan
Keir Starmer sets out Labour's 
vision to make the UK an "AI 
superpower", adopting a majority 
of policy items devised by Matt 
Clifford, the government's 
then-adviser on AI.

21 January
Project Stargate
Donald Trump kicks off his second 
presidential term by announcing a 
$500bn (£371bn) venture with 
OpenAI, Softbank and Oracle to 
develop AI infrastructure.

28 January
Deepseek
Nvidia's stock tanks when word 
spreads about Deepseek, a Chinese 
GenAI startup that allegedly 
trained its LLMs using a fraction 
of the energy required by its 
Western rivals to train theirs.

2 February
EU AI Act
The first provisions of the EU's 
sweeping AI Act come into force, 
banning dangerous applications 
of AI, such as for surveillance or 
social manipulation.

4 February
Google ethics
Google removes from its AI 
principles a clause restricting its 
development of AI tech for 
weaponry or surveillance.

14 February
Guardian + OpenAI
A report emerges that the 
Guardian encouraged strikebreak-
ers to use GenAI to write head-
lines, following a journalist 
walkout in December over the 
publisher's sale of the Observer to 
Tortoise Media.

25 February
Musicians’ copyrights
Kate Bush, Damon Albarn and 
1,000 other musicians put their 
names to a symbolic 'silent album' 
to protest the UK government's 
planned changes to copyright law, 
which would make AI's use of 
creative works opt out for artists, 
rather than opt in, by default.

4 March
Oxford + OpenAI
Oxford University and OpenAI 
announce a five-year collaboration 
to provide students and faculty 
with access to "cutting-edge AI 
tools to enhance teaching, 
learning and research".

6 March
Manus AI
The Chinese agentic-AI tool 
Manus AI becomes publicly 
available, amassing millions of 
pre-registrations and kicking off  
a wave of interest in autonomous 
AI agents.

17 March
Tech-giant AI spending
A Bloomberg analysis finds that 
US hyperscalers are on track to 
spend $371bn (£275) on computing 
resources and data centre 
infrastructure in 2025, a record 
high for annual AI investment.

25 March
Gemini 2.5 launch
Google Deepmind releases its 
most powerful model yet, a 
so-called thinking model that can 
solve highly complex problems by 
"reasoning" through multiple 
decision paths before responding.

2 April
Meta mass piracy
Writers attend a protest, arranged 
by The Society of Authors, outside 
Meta's London office over 
allegations that the firm pirated 
reams of copyrighted creative 
work to train its AI models.

20 May
Google AI mode
Google searchers in the US are met 
with AI summaries at the top of 
their search results whether they 
like it or not. The feature would 
later become the default in India, 
the UK and 180 other countries.

20 June 
Softbank AI hub
Masayoshi Son, Softbank's chief 
executive, proposes a $1tn 
(£742bn) AI-infrastructure hub to 
be developed in conjunction with 
Taiwan Semiconductor 
Manufacturing Co in the burning 
deserts of Arizona.

9 July
Grok heils Hitler
Elon Musk comes under fire after 
Grok, the AI chatbot on his X 
platform, was caught praising the 
Nazi dictator Adolf Hitler, 
following an update to its system.

7 August
GPT-5 launch
OpenAI hails the new GPT-5 as its 
most powerful model yet, but users 
say it's sterile and impersonal.

13 August
Perplexity + Chrome
With US authorities calling for 
reforms at Google to address its 
alleged monopoly on online 
search, Perplexity, an AI-search 
platform, offers to buy the Chrome 
browser for $34.5bn (£25.6bn). A 
US federal judge would later find 
no legal justification to force the 
sale of the browser.

16 August
UK gov agentic
The UK’s embrace of AI gets 
personal, as the government 
proposes deploying AI "helpers" 
for everyday citizens by 2027. The 
AI agents would assist people with 
everything from life admin to 
career choices.

17 September
Microsoft boosts UK AI
Microsoft pledges $30bn (£22bn) 
to AI infrastructure and opera-
tions in the UK, as part of a £31bn 
investment package with Nvidia 
and Nscale. The commitment 
comes off the back of Trump’s 
second state visit to the UK.

Tamlin Magee

THE SKILLS TO PAY THE BILLS 

Share of global employers that view AI and big data as core skills  
for the next five years, by industry

IT services

Financial services and capital markets

Education and training

Medical and healthcare services

Government and public sector

Supply chain and transportation

Retail and wholesale consumer goods

Energy technology and utilities

Oil and gas

Mining and metals

The race  
for AI skills

The UK's  
AI action plan

Competing  
models

Deepseek shakes  
World markets

The regulatory  
picture

Tech leaders had long 
assumed that LLMs require 
enormous amounts of energy 
and infrastructure to train and 
run, but the Deepseek model 
proved them wrong

66%

56%

50%

41%

31%

61%

51%

44%

31%

25%

World Economic Forum, 2025
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E
nterprise AI is moving from 
theory to practice, delivering 
measurable outcomes 

across industries. By embedding 
agentic AI into core operations, organ-
isations can automate complex work-
flows, improve efficiency and unlock 
new opportunities for growth. Below 
are some of the most valuable uses for 
enterprise AI across key sectors.

Financial services
Banks and financial institutions are 
required to carry out extensive know-
your-customer (KYC) and anti-money 
laundering activities. Yet these functions 
achieve staggeringly poor returns on 
their investments. By automating client 
onboarding, which triggers frequent KYC 
checks, and tracking irregular activities 
through agentic AI, firms can significantly 
reduce fraudulent activity. 

Agentic AI can also streamline credit 
assessments for new customers. 

Previously, such checks would rely on 
static data. But by using contempora-
neous transaction data and economic 
indicators, lenders can continuously 
assess the risk on their balance sheets, 
creating dynamic lending models that 
can adjust in real time.

Manufacturing 
According to research by IDS-INDATA, 
UK and European manufacturers are 
projected to lose more than £80bn to 
downtime in 2025. By collecting data 
from equipment sensors and produc-
tion lines to identify patterns, agentic 
AI tools can detect early signs of wear 
and tear, predicting impending failures 
or disruption to production lines. 

Disruption to supply chains also 
presents a significant risk. Agentic AI 
can predict supplier delays by track-
ing geopolitical or climate disruption, 
negotiate contracts with alternate ven-
dors if there is a shortage of goods and 
balance production across factories to 
fulfill regional demand. 

Intelligent models can also help man-
ufacturers create more optimised 
designs of their final products, reduc-
ing operational and manufacturing 
costs, which in turn improves margins. 

Retail 
Retailers have long strived for a true 
omnichannel experience. For custom-
ers, that is underpinned by the syn-
chronisation of data across in-store 
and digital platforms. Agentic AI can 
support that aim by giving retailers 
real-time inventory visibility across 
stores, unifying pricing strategy and 
delivering consistent messaging on 
promotions on multiple channels. The 
ability to harness customer data can 
also drive marketing personalisation 
and higher sales, while reducing costs.

In-store automation is also helping 
retailers reduce labour costs, while 
improving customer experiences 

and increasing operational accuracy. 
Autonomous checkout systems, such 
as those used in Amazon Go stores, 
are powered by agentic AI. Using com-
puter vision, customer movements are 
tracked, products are identified and 
customers are automatically charged 
as they leave the store. Walmart has 
deployed shelf-scanning robots in its 
US stores, identifying out-of-stock 
items, price discrepancies and mis-
placed products, and providing accu-
rate data on in-store behaviour and 
increasing efficiency.  

Telecommunications
As the demand for global data traffic 
increases – Infosys estimates 300 exa-
bytes of data will be transmitted per 
month by 2027 – the need for reliable and 
low-latency networks will become even 
more important. Agentic data can help 
telcos reduce downtime and improve 
performance by enabling self-healing 
and autonomous network management. 

Customer-service interactions 
can also be significantly automated, 
improving customer experience and 
reducing labour costs. Multiple agents, 
such as billing and communication, can 
collaborate, delivering personalised 
responses to customer queries.

Agentic enterprise AI 
The ability to draw from previously dis-
parate data centres at speed will be 
crucial to improving customer expe-
rience, as businesses look to reduce 
cost and deliver highly personalised 
support and campaigns. 

Agentic AI can also help to stream-
line internal processes in universal 
business operations. For example, in 
human resources, AI-powered tech-
nology can help to automate and 
personalise onboarding processes, 
deliver learning and development pro-
grammes, and improve collaboration 
across teams.

Why enterprises need a flexible, 
scalable foundation for AI
As AI adoption accelerates, enterprises must build flexible, scalable foundations 
to unlock efficiency, resilience and long-term transformation

From finance to 
telecoms, the uses 
for enterprise AI are 
rapidly expanding

I
nterest and investment in AI 
are increasing as the technol-
ogy becomes more accessi-

ble for a wide range of use cases. 
According to a survey by McKinsey & 
Company, most (92%) companies plan 
to accelerate their AI expenditure in 
the next three years. However, only 1% 
of leaders consider their organisations 
to be ‘mature’ in their deployment of 
the technology. 

As businesses move beyond the 
experimentation phase in their digi-
tal transformation, they will increas-
ingly look to ‘enterprise AI’ to develop 
business-specific workflows that can 
enhance employee efficiency and 
streamline processes. 

The systems underpinning enterprise 
AI are fundamentally different from the 
non-proprietary, consumer solutions 
that many businesses have adopted 
following the boom of products such 
as ChatGPT, explains Vik Malyala. He 
is managing director and president 

of EMEA and senior vice-president of 
technology and AI at Supermicro, a 
server-technology provider. 

“Consumer AI serves generalised 
tasks at an individual level,” Malyala 
says. “Enterprise AI is designed to 
address specific knowledge and work-
loads within an organisation. That 
can support everything from opera-
tions and customer service to supply 
chain management and real-time 
decision-making.”

Enterprise AI infrastructures enable 
businesses to build agentic solutions in 
their workflows. Systems across every 
function of the business can act with 
significant autonomy, reducing the 
need for human intervention. While 
firms’ AI strategies may differ consid-
erably – some may train their own solu-
tions, while others rely on fine-tuning 
existing models – the benefits of trans-
lating raw data into outcomes faster 
and more effectively can help organi-
sations across all sectors. 

“Organisations that advance from 
foundational models to building 
towards real-world deployment can 
reshape their day-to-day operations. 
Agentic AI can autonomously complete 
tasks, interact with users and adapt 
based on context. That promises to 
streamline operations, personalise cus-
tomer experience or support predictive 
decision-making,” says Ray Pang, senior 
vice-president of technology and busi-
ness enablement at Supermicro.

“AI is becoming a core driver of enter-
prise transformation. It will be embed-
ded into every facet of the enterprise. 
Almost every enterprise-level organ-
isation is turning into an AI company. 
That transformation will be key in 
achieving long-term strategic goals,” 
adds Malyala.

These outcomes are achievable with 
non-proprietary models, but building 
agentic AI capabilities in this way carries 
risk. Safeguards for data security and 
privacy are often inadequate and cus-
tomisation limited because the tech-
nology has been built for broad uses. 
Governance is also unpredictable, as 
open models require frequent updates. 

As such, the demand for localised, 
on-premise infrastructure accelerated 
by graphics processing units (GPU) 
is growing, particularly in industries 
where privacy, governance and com-
pliance are critical. Organisations are 
looking for hardware solutions that can 
make integration scalable and accessi-
ble, reducing complexity and barriers 
to deployment while keeping costs as 
low as possible. 

Scaling out enterprise  
AI infrastructure
As they iterate their solutions, enter-
prises also need adaptable hardware. 
Core to this technology are GPUs that 
use the peripheral component inter-
connect express (PCIe) interface, a 
high-speed standard in servers that 
enables the high-bandwidth, low-la-
tency transfer of data between central 
processing units (CPUs), GPUs, memory 
and storage. The standardised nature 
of PCIe ensures compatibility and flex-
ibility, allowing IT teams to optimise 
performance across a range of work-
loads. For scaling out beyond a single 
server, technologies such as InfiniBand 
and high-speed ethernet provide the 
external connectivity needed to link 
servers and data centres efficiently.

“Many businesses are exploring a 
modular approach,” says Pang. “PCIe 
GPUs support enterprise workloads 
without the need for complex, high-
ly-specialised components that can 
be integrated into existing infrastruc-
ture. That enables organisations to 
adapt and expand their computing 
needs as they evolve. Future-proof AI 
infrastructure means enterprises can 
experiment today and expand tomor-
row – without a disruptive overhaul.”

The development of enterprise AI 
in existing IT infrastructure requires 
careful planning. Unlike foundational 
AI, which often demands purpose-built 
facilities owing to its power, space, 
thermal and networking requirements, 
enterprise AI can be integrated into 
established systems. It is not a stan-
dalone environment but an added layer 
that must align with current resources 
to ensure scalability and efficiency 
without disrupting operations. 

Pang says building proprietary 
enterprise AI therefore requires a 
holistic approach. Beyond modular 
servers and storage systems that can 
grow as AI workloads mature, busi-
nesses must also consider factors 
such as latency, data-pipeline readi-
ness and sustainability and efficiency 
of power and cooling.

What might an ideal product mix look 
like? For a mid-sized company, which 
Pang defines as one with roughly 1,000 

employees and an annual recurring 
revenue of $250m, a good starting 
point would be an Nvidia-certified 
GPU server. These systems are val-
idated to work seamlessly with 
Nvidia AI enterprise software 
and Nvidia networking, ensur-
ing a reliable, full-stack solution 
for accelerated AI adoption. For 
example, Supermicro’s servers 
containing either the Nvidia RTX 
Pro 6000 Blackwell Server Edition 
or Nvidia B200 GPUs enable both 
model fine-tuning and inference – the 
application of pre-trained models to 
unseen data to generate predictions – 
at scale.

In addition to GPU servers, com-
panies need AI-optimised storage 
solutions to enable retrieval-aug-
mented generation (RAG), which 
powers real-time, context-aware 
responses. To meet this need, 
Supermicro works with lead-
ing storage providers such as 
Vast, Weka and Nutanix, ensuring 
high-performance data access. 
High-speed ethernet switches 
provide low-latency connections 
between nodes and inference end-
points, allowing for fast transmission 
of data between GPU servers and 
edge devices. Finally, this hardware 
should be paired with a software 
stack that includes AI orchestrators 
– systems that manage and coordi-
nate multiple tools, models and data 
pipelines – along with advanced RAG 
capabilities.

“That provides a systematic, auto-
mated solution to redeploy and refine 
models that maintain accuracy targets 
while lowering resource demands,” 
says Malyala. “It also helps ease the risk 
in maintenance, customisation and 
governance. RAG and agent-advanced 
features will provide additional secu-
rity and accuracy.”

By combining the right infrastruc-
ture with an optimised software 
stack, enterprises can expand their 
capabilities, move closer to true 
agentic AI and rely less on generic, 
non–proprietary solutions.

Malyala adds: “It balances compute 
intensity, storage performance and 
energy efficiency. It can handle mil-
lions of customer interactions per 
month with reliability and compli-
ance. The enterprise has the ability to 
own a proprietary customer service 
AI model, reducing dependence on 
generic, third-party SaaS providers.”

There are some challenges in imple-
menting these systems, however. For 
example, many on-premise data cen-
tres are only designed to deliver a 
maximum output of 20kW per rack, 
whereas racks in AI data centres can 
require up to 200kW of power each. 
Given the increased computing output 
of GPUs, that capacity can be quickly 
absorbed by fully-populated systems. 

Cooling can also be a problem. Most 
enterprise data centres are air-cooled, 
which limits the types and density 
of GPUs that can be deployed. Plus, 
thanks to space constraints, it’s often 
not possible to make major modifi-
cations. Enterprises must therefore 
adopt AI solutions that integrate into 
existing infrastructures. 

Supermicro offers GPU-accelerated 
systems in a range of air-cooled form 
factors – including 5U, 4U and 2U 

Enterprise AI in action
– that fit into standard data centre 
racks. For organisations planning 
larger, purpose-built infrastructures, 
liquid cooling is an emerging option 
that can reduce operational costs and 
increase efficiency, though it typi-
cally requires new rack designs and 
dedicated facilities to support high-
er-power CPUs and GPUs.

As enterprises look to mature in their 
deployment of AI, they will increas-
ingly need to rely on the counsel of 
hardware providers that can deliver 
infrastructure capable of accelerat-
ing time-to-result and time-to-reve-
nue for their proprietary agentic AI. 
Supermicro works closely with part-
ners such as Nvidia to bring new plat-
forms to market in weeks rather than 
months, adapting quickly to emerging 
hardware and unique customer needs. 

“Through our global manufacturing 
presence and first-in-market support 
and system validation for new Nvidia 
GPUs, Supermicro helps organisations 
deploy enterprise AI infrastructure 
faster, speeding up our clients’ adop-
tion of AI and bringing faster return on 
investment,” says Malyala.

 

For more information about how to 
scale the adoption of enterprise AI, 
visit nvidia.com

 
AI is becoming a core driver 
of enterprise transformation. 
It will be embedded into 
every facet of the enterprise

The ability to draw 
from previously 
disparate data 
centres at speed 
will be crucial to 
improving customer 
experience

92%

1%

of companies plan 
to accelerate their 
AI expenditure  
in the next  
three years

of leaders consider 
their organisations  
to be ‘mature’ in 
their deployment 
of AI

McKinsey & Company, 2025

https://www.supermicro.com/en/accelerators/nvidia/pcie-gpu?utm_source=enterpriseai&utm_medium=301
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A
I is evolving at breakneck 
speed. In just a few years, it has 
transformed how businesses 

make decisions, personalise customer 
experiences and design new services. 
However, while some firms have success-
fully integrated AI across their workforce 
and workflows, others are struggling to 
transition from proof-of-concept exper-
iments to production deployments.

Three main issues hold them back. 
Firstly, there’s the high cost of inference 
– the process of using a trained model 
to generate outputs – when running 
large, proprietary GenAI models and 
model services in production, with 
costs escalating as organisations scale 
and bring more use cases online. Sec-
ondly, there’s the complexity involved in 
selecting and aligning these models with 
organisational data, either through 
retrieval augmented generation (RAG), 
which involves combining them with 
external knowledge sources to provide 
more accurate results, or expensive 
fine-tuning. And lastly, there’s the chal-
lenge of deploying and managing AI 
across hybrid cloud environments.

“It can be difficult to deploy AI where 
you need to - but at the same time 
businesses need to embrace that kind 
of flexibility,” says Martin Isaksson, 
go-to-market lead in the AI business 
unit at Red Hat, an enterprise open-
source software provider.

The speed of innovation today and 
complexity involved in deploying AI at 
scale are challenges that are best 
addressed collaboratively. Businesses 
must harness the unique expertise of a 
broad ecosystem of partners, from 
hardware and software vendors to 
cloud hyperscalers and system integra-
tors, to deploy AI effectively across all 
the environments where it’s needed. 
And this requires a consistent, open 
platform for co-innovation. 

“That sort of foundation is incredibly 
important, because no single vendor 
can provide every tool that’s needed,” 
says Isaksson. “A key benefit of working 
with open source is that you’re always 
operating at the same pace as innova-
tion, right where it happens.” 

This approach underpins Red Hat’s AI 
portfolio. It includes Red Hat Enter-
prise Linux (RHEL), a foundation model 
platform for developing, testing and 
deploying LLMs, and Red Hat OpenShift 
AI, a platform for managing the entire 
lifecycle of AI and machine learning 
models, from development and train-
ing to deployment and monitoring, 
across hybrid cloud environments. 

Red Hat’s partner ecosystem also 
includes global system integrators such 
as Accenture and Wipro, hardware 
providers including AMD and Nvidia, 
and cloud specialists such as IBM and 
Google. By orchestrating value across 
them, Red Hat enables businesses to 
accelerate AI initiatives without 
becoming locked into a single vendor.

Any model, any accelerator,  
any cloud
With so many LLMs, inference server 
settings and accelerator options avail-
able today, businesses need an easy 
way to navigate them and ensure that 
tradeoffs between performance, 
accuracy and cost meet their needs. 
“The ability to easily switch between 
different models is of great impor-
tance,” says Isaksson. “We have a 
pre-selected model catalogue with 
optimised models, so they’re faster 
and cheaper to run.”

These curated and validated models 
are available on Hugging Face, an open-
source community for co-innovating  
models, datasets and applications. 
Deploying them helps businesses to 
reduce their dependence on proprie-
tary LLM providers, whose solutions 
often include ‘black box’ algorithms 
and training data. “We believe you 
should be in control of the infrastruc-
ture, the data, the model, how it works 
– and in the end the whole applica-
tion,” says Isaksson.

Small language models (SLMs), a sub-
set of LLMs that can quickly and easily 
be customised with enterprise data 
for specific tasks, are another key area 
of focus. Together with IBM, Red Hat 
co-created InstructLab, an open-
source project designed to lower the 
barriers to customisation by enabling 
domain experts, not just data scien-
tists, to fine-tune SLMs using their own 
knowledge and data. In fact, when 
paired with RAG, the right SLM could 
even outperform a proprietary LLM.

Faster, more efficient inference has 
also emerged as an important element 
of successful AI strategies. Red Hat AI 
Inference Server optimises model 
inference across the hybrid cloud to 
drive down costs. Built on the open-
source LLM project, it can support any 
GenAI model, on any AI accelerator, in 
any cloud environment.

Scale and trust
Red Hat’s OpenShift AI has helped 
data scientists at DenizBank, a private 
bank based in Turkey, to reduce model 
development time, for instance, free-
ing up their data-science teams to 
create new business value instead of 
managing infrastructure. Integration 
with hardware-accelerator dash-
boards has helped to optimise GPU 
use, with the platform automatically 
scaling up the slices of GPU a model 
has access to, as needed. This enables 

more workloads to run simultaneously 
without the need for additional GPU 
hardware, maximising the return on 
their existing hardware investments 
and improving efficiency.

Such AI solutions can help businesses 
to optimise the performance of AI 
deployments across a range of hard-
ware configurations. “If your accelera-
tor infrastructure is fragmented, with 
resources scattered in different places 
– some in the cloud, some on-prem – 
with one platform you can virtually pool 
all these resources and optimise 
them,” Isaksson explains.

Open-source co-innovation also 
enables businesses to stay on the right 
side of rapidly evolving AI governance 
and security requirements. Use of 
proprietary LLMs often raises con-
cerns about security, privacy and 
safety, while uncertainty around the 
training data used and the accuracy of 
responses can increase legal risks for 
businesses. Open-source projects, on 
the other hand, provide the transpar-
ency needed to identify bias and pri-
vacy issues before they become 
problematic. This level of transparen-
cy is critical for managing the signifi-
cant legal and reputational risks 
associated with enterprise AI.

“That’s really important,” says 
Isaksson. “This is why we’re support-
ing TrustyAI, which is an open-source 
responsible-AI toolkit that aims to 
solve AI’s well-documented problems 
with bias.”

The TrustyAI community maintains 
several responsible-AI projects, 
involving model explainability, model 
monitoring and responsible model 
serving. Red Hat engineers in the 
community recently developed safe-
guards that ensure LLMs behave ethi-
cally, safely and within organisational 
or regulatory boundaries, making 
them more viable for high-stakes 
deployments. The company also plays 
an active role in Llama Stack, Meta’s 
open-source framework for building 
GenAI applications, and supports 
Anthropic’s so-called Model Context 
Protocol, which standardises 
agent-to-application interactions.

Ultimately, businesses need innova-
tive solutions that will help them over-
come AI’s cost and complexity barriers. 
By providing the open, hybrid-cloud 
platform to unify and orchestrate this 
rich ecosystem of partners, businesses 
can turn experiments into scaled solu-
tions, successfully deploy AI across 
hybrid cloud environments and retain 
control over their data and costs. In 
other words, they can ensure that their 
AI systems work on their terms.

For more information  
please visit redhat.com

Co‑innovation in action: solving AI’s 
challenges with open collaboration
By orchestrating open collaboration 
across hardware, software, cloud and 
integrator partners, Red Hat is helping 
businesses overcome AI barriers

 
A key benefit of working with 
open source is that you’re 
always operating at the same 
pace as innovation, right 
where it happens 

89%

60%

of organisations that have adopted AI 
use open-source AI in some form in 
their infrastructure

of business decision-makers report 
significant cost savings associated 
with open-source AI

Linux Foundation, 2025

D
espite the astonishing pace 
at which LLMs are improv-
ing, many people say they 

can spot AI writing from its many 
‘tells’, such as the gratuitous use of 
em-dashes. If only it were so simple. 

Not long ago, I spoke at the Scandi-
navian Creative AI Summit. Its 
founder, Lars Bastholm, had set me 
a challenge: “See if you can train an 
AI to write in your own voice and 
come speak about it.” 

So I did – and it was enlightening. 
I used AI to write my LinkedIn posts 
for months, wondering if anyone 
would pull me up on it. They didn’t. 
Even seasoned writers who know 
me well didn’t spot it.

I started my experiment by getting 
ChatGPT, Claude and Gemini to 
pitch for the project. Each had to tell 
me why it was the one for the job – as 
well as which platform it thought 
objectively would perform best.

I picked Claude. It seemed like the 
best option for AI novices and the 
strongest on the nuances of lan-
guage. I then asked Claude how I 
should train it for the task and fol-
lowed its instructions. 

It told me to first upload a selection 
of my work across various catego-
ries: articles, social posts and 
emails. Next, I had to identify pat-
terns across those samples, includ-
ing devices, style, tone and common 
phrases. Lastly, it asked me to create 
and upload a style guide.

With the groundwork complete, I 
was ready to let Claude loose. There 
were some simple rules: I would use 
AI to draft personal posts only, 
never client copy, and I would focus 
on LinkedIn. I post quite often there 
and many of my connections are 
copywriters – an especially AI-wary 
audience. Would any of them spot 
what I was doing? 

My first Claude post took a lot of 
editing. It would have been much 
quicker to write it myself. After 
some extensive tinkering and 
prompt engineering I showed the 
copy to three creative directors at 
Reed Words, my writing agency, 
without mentioning the use of AI.

They liked it and had only minor 
suggestions. None saw any issues 

with tone or asked if I’d used AI. In 
fact, when I revealed what I was up 
to, they pointed out some phrases 
they said must have come from me. 
They were wrong.

After that, I used Claude to draft 
all my posts. 

To be clear, this was a collabora-
tion: I gave the AI plenty of feedback 
and rewrote some sections to train 
it further. But I tried to keep as 
much of Claude’s copy as possible. 
And I kept hearing the same thing 
about my undisclosed use of AI: 
absolutely nothing. 

The first piece I published virtual-
ly unchanged was a story about AI. It 
didn’t just work – it out-performed 
all my previous posts by a wide 
margin, with three times as many 
impressions as its nearest rival and 
twice as many reactions.

That may have been because the 
post was about AI, which is a hot 
topic in every field. And I suspect 
Claude also incorporated an under-
standing of what works best on a 
platform such as LinkedIn. A col-
league observed that the post 
sounded like a “LinkedInified” ver-
sion of me. But based on engage-
ment, at least, AI-Mike was doing a 
better job than human-Mike. 

Things got trickier when I went 
long-form. I tried to write an article 
for LinkedIn based on a recent con-
versation with a new client. I threw 
some bullet points at Claude and it 
spat out a draft. I wasn’t very happy, 
so I tried again. And again. But the 
piece remained rambling and 
vague. It just wasn’t capturing what 
I wanted to say. 

Pondering this, I realised Claude 
wasn’t the problem – I was. I didn’t 
know what I wanted to say or how to 
say it, because I usually work that 
stuff out by writing. The novelist EM 
Forster once asked: “How do I know 
what I think until I hear what I say?”

Real writing isn’t about transcrib-
ing fully formed ideas. It’s a living 
process through which you gener-

ate, explore and refine those ideas. 
It’s a way to find new ideas and con-
nections, explore counterpoints 
and spot gaps. 

The critic Geoff Dyer said that 
writing “encourages me to write 
things I hadn’t previously noticed, 
to have thoughts I hadn’t had before 
writing began”. 

Outsourcing my writing to Claude 
robbed me of this vital process. 

AI can analyse, synthesise, sum-
marise – even ventriloquise. But it 
can’t have new ideas. Claude might 
be able to summarise what Forster 
meant, but it cannot come up with 
the original thought.

The problem is that AI drafts only 
appear to be polished. It’s slick writ-
ing, quickly generated. But this is a 
trap. There’s little substance 
beneath the surface, because you’ve 
killed the thinking process before it 
got started.

In reality, an AI can only work 
with what you feed it. It can neatly 
package what’s there but it can’t 
develop it or suddenly realise that 
everything after the second para-
graph is crap. Whatever it’s doing 
might look like writing, but it’s in 
fact something else. Beneath that 
surface sheen, the content is often 
sketchy, thin and unoriginal.

Outsourcing my writing meant 
outsourcing my thinking. And that 
meant never getting past the germ of 
an idea. Claude’s neat drafts became 
a sort of cage, with no space to pur-
sue, test or expand those ideas.

This superficiality is a problem for 
brands that think they can simply 
train an AI in their tone of voice and 
get it to deliver content without 
spending time or money on people 
like me.

But the danger is that they end up 
endlessly regurgitating the same old 
stuff. People will get bored of that, 
even if they don’t recognise the writ-
ing as AI. Boredom is bad for any 
brand, so at some point they’ll have 
to address it.

To answer Lars’s question: yes. I 
can absolutely train an AI to write in 
my voice. I’ve shown that I can 
nudge it into generating virtually 
instant content that few readers, if 
any, could spot wasn’t mine. 

But this is mere mimicry. Real 
writing is about pulling on a thread 
to see where it leads. AI snips that 
thread. If you accept what it spits 
out, you’ll never know how many 
richer, more original ideas there 
were, further along that thread. 

It is richness and originality that 
sets people apart from AI. If you give 
those up, what’s to stop you from 
being replaced?

I will, of course, keep experiment-
ing with AI. It’s very useful and only 
getting better. But I’ll also keep writ-
ing and thinking for myself. And I 
believe it’s important we all do. 

Mike Reed

Writers may worry that AI is coming for 
their jobs. But those who have attempted 
to train the tech for written work know 
better, according to Mike Reed,  
co-founder of Reed Words

‘Outsourcing my writing 
meant outsourcing  
my thinking’

O P I N I O N

Real writing isn’t about 
transcribing fully formed 
ideas. It’s a living process 
through which you generate, 
explore and refine those ideas

Whatever it’s doing 
might look like 
writing, but it’s in 
fact something else

https://www.redhat.com/en/artificial-intelligence
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I
nnovation isn’t just about 
ideas, it’s about momentum. 
But it’s hard to maintain the 

drive when working days are filled with 
administrative tasks, meetings and 
other interruptions. 

According to a recent report from 
Miro, for every hour spent on strategic 
or creative work, knowledge workers 
spend three hours on administrative 
tasks, meetings and communications. 
Six in 10 workers say these momen-
tum blockers sap their concentration, 
reduce their creativity and raise their 
stress levels. Teamwork and collabo-
ration suffer too: 70% of respondents 
experience collaboration issues at 
least monthly, and 55% said projects 
and initiatives at their company often 
lose momentum. 

Excessive busywork is also tied to 
organisation-level problems, such 
as data and communication siloes. 
Constant emails and messages ping-
ing across different channels and 
teams can create communication 
chaos. Ceaseless documentation and 
reporting tasks, and information that 
sprawls across different tools and 

focused on individual productivity 
gains in the strictures of current pro-
cesses and roles. 

Employees have gained the ability to 
code faster with co-pilots or produce a 
presentation in seconds, for example. 
But this solo-focused approach to AI 
neglects the more profound benefits it 
offers for teamwork and collaboration. 

“Instead of asking, ‘How do I give copi-
lots to every employee?’ companies 
should be asking whether their organi-
sational design, their jobs-to-be-done, 
their processes – having this person 
doing this job and then handing it over to 
this person – are right,” Pavlotsky argues. 

Organisations that fail to ask these 
questions risk thinking they’re moving 
faster while not actually progressing 
much at all. They may achieve high 
AI-adoption rates, for example, yet 
see only relatively small productiv-
ity improvements at the team and 
organisational level. 

“You need to give AI to the team, 
not to individuals,” says Pavlotsky. 
“If you miss that nuance, you will be 
fooled by the fact that AI adoption is 
very high in your organisation. Yet in real-
ity you’re not going to be identifying the 
right problems to solve, and you’re not 
going to be experimenting fast enough.” 

Organisations often see AI as a means 
to speed up the delivery phase of 
product development. But Pavlotsky 
argues that many of the most trans-
formative opportunities lie earlier in 
the development life cycle, during 
the discovery and definition phase. 

Indeed, in a world where the cost 
of building software is plummeting 
thanks to AI, the ability to iterate 
rapidly on concepts, test assump-
tions quickly and reach high-quality 
specifications faster is becoming a key 
competitive battleground. 

“We’ve figured out how to optimise 
the delivery side of product develop-
ment,” says Pavlotsky. “Tools like GitHub 
Copilot and Codex have solved that. So 
the key question now is not, ‘Can I build 
something?’ It’s, ‘Should I?’” 

AI tools can synthesise data and iden-
tify the key insights, brainstorm ideas 
for improvements and even prototype 
a new user experience to generate 
feedback. These AI sidekicks – intelli-
gent agents that work alongside teams 
– can even provide instant access to 
specialised expertise by emulating the 
response of a senior leader, helping 
teams move through the early stages 
of product development at greater 
speed. Ultimately, they should be able 
to iterate and test many more ideas, 
enabling them to reach product-mar-
ket fit much faster. 

However, none of this is possible 
without AI that has team-level shared 
context. “If everyone uses their own AI 
individually, then in meetings you will 
just argue about prompts and con-
texts. ‘What did you feed the model? 
What version of the file did you use?’ 
That’s wasted time and the loudest 
voice may dominate, leading to mis-
guided decisions.” 

The right context 
Context engineering is an important 
new discipline that addresses this 
issue. It’s about ensuring AI has the 
right shared, dynamic inputs. Because 
just as humans need shared context 
when they solve the problem, team-
level AI also needs it to provide con-
sistent, high-quality outcomes. 

Team-level AI that draws input from a 
collaborative workspace can also serve 
every member of the team with outputs 
in their preferred form factors: tech-
nical diagrams, documentation, data 
tables, slides, prototypes and so on. But 
while the outputs may differ, all of them 
are based on that same shared context. 

Crucially, everyone must be able to see 
and curate this evolving context in real-
time. “Most current tools let you upload 
files that are static at that moment 
in time,” says Pavlotsky. “But if you’re 
working on Miro canvas, you have a lot 

of context there that the AI is going to 
be using for a task. It’s live, it’s dynamic 
and it’s visible, so everybody on the 
team understands what the AI is using. 
Furthermore, Miro AI can ingest context 
in all types of form factors: visual, docs, 
tables, dashboards and diagrams.” 

Smarter use of AI at the team level 
will also enable human workers to shift 
from specialists focused on narrow 
domains to orchestrators of end-
to-end value creation. However, this 
requires an understanding of how dif-
ferent work streams connect, what 
intermediate outputs feed into final 
deliverables and how quality is main-
tained across complex workflows. 

“You’re not just responsible for one 
intermediate artifact – you’re respon-
sible for the final artifact and you need 
to understand what it takes to get 
there,” says Pavlotsky. 

While this shift will require new 
competencies – and leaders to have a 
clearer understanding of the value of 
certain artifacts – it could also help 
to free workers from the confines of 
their current roles, which are far too 
focused on maintenance work today. 

The organisations that thrive in the AI 
era won’t be those that simply deploy 
AI tools to help individuals carry out 
existing – and often draining and unful-
filling – tasks more efficiently. They’ll 
be the ones that use game-changing 
technology to fundamentally rethink 
how work gets done.

Explore how 
organisations  
are using Miro  
to unlock the full 
potential of AI

apps, also leads to duplicated work, 
missing data and context and slower 
decision-making.

AI promises to address many of these 
issues and create more time for the 
momentum work that drives innova-
tion. It presents an opportunity for 
organisations to fundamentally rethink 
how work gets done, which could 
improve both the wellbeing of employ-
ees and teams’ ability to innovate at 
speed. But it isn’t a silver bullet. Poor 
implementation can compound many 
issues with existing working practices. 

“It’s not about taking a new technol-
ogy and tacking it on to existing pro-
cesses,” says Grisha Pavlotsky, chief 
transformation officer at Miro. “It’s an 
opportunity for leaders to ask: ‘Is my 
operating model right for this new era? 
Are processes and roles still valid?’” 

Improving teamwork 
Major technology shifts of the past, 
such as electricity transforming how 
factories operated, highlight the need 
to rethink work rather than incremen-
tally improve it. Yet many recent imple-
mentations of AI in the workplace have 

From busywork to 
breakthrough: rethinking 
work in the AI era
To unlock the full benefits of AI, organisations 
must ensure it works at the team level

Miro, 2025

For every hour spent on 
strategic or creative work, 
knowledge workers spend three 
hours on administrative tasks

of employees 
experience 
collaboration issues 
at least monthly

of employees report 
that projects and 
initiatives at their 
company often  
lose momentum

70%

55%

Living on the hedge: 
investors exploit  
AI bubble

A
23-year-old with no profes-
sional investing experi-
ence has launched a $1.5bn 

(£1.1bn) hedge fund in less than a 
year. That’s faster than veteran 
portfolio managers can unleash 
their most prized investment vehi-
cles. What’s more, the AI-focused 
fund returned 47% in the first six 
months of 2025 – trouncing the S&P 
500’s 6% gain.

Soaring valuations are fuelling 
hedge funds betting on the AI 
boom. And some tech insiders may 
have an edge over seasoned finance 
professionals. So who is this AI ana-
lyst making waves on Wall Street?

Leopold Aschenbrenner is the 
founder of the San Francisco-based 
fund, Situational Awareness. He 
grew up in Germany and graduated 
from Columbia University as vale-
dictorian at age 19. He then worked 
briefly as a researcher at OpenAI.

Aschenbrenner first announced 
his Wall Street ambitions in a pro-
vocative 165-page manifesto on the 
potential and risks of AI. “Everyone 
is now talking about AI but few have 
the faintest glimmer of what is about 
to hit them,” he claims. “There are 
perhaps a few hundred people in the 
world who understand just how 
crazy things are about to get, who 
have the situational awareness.”

Situational Awareness is betting 
heavily on infrastructure needed to 
power AI systems just as businesses 
prepare to pour millions into essen-
tial components, such as high
performance chips. It is targeting 
companies that will benefit from 
AI’s build-out, while shorting indus-
tries likely to be left behind.

AI products, Aschenbrenner 
claims, will become the “biggest 
revenue driver for America’s largest 
corporations, and by far their big-
gest area of growth”. The first $10tn 
company, he says, could emerge 
very soon and, when it does, big tech 
will funnel hundreds of billions of 
dollars into growing AI infrastruc-
ture, catalysing an “extraordinary 
techno-capital acceleration”.

The pitch has resonated with some 
of the most influential figures in the 
tech sector. Meta’s Daniel Gross, 
Patrick and John Collison, the 
founders of Stripe, and Nat Fried-

not very distant future” – whether 
economists and sceptics deem it 
reckless or not.

The economist John Maynard 
Keynes warned that “markets can 
remain irrational longer than you 
can remain solvent.” Much like the 
tech boom in the 1990s, AI technol-
ogy is generating massive amounts 
of capital into the sector. Even if the 
broader economy enters a slow-
down or tips into recession, AI 
stocks will likely continue to climb, 
fuelled by narrative momentum 
and investor conviction.

But eventually reality will catch 
up. At some point, investors will 
demand proof that AI companies 
generate profits, not just attract 
capital. And when that days comes, 
AI providers will have to reconcile 
with good-old-fashioned finance 
fundamentals: revenue, margins 
and profitability.  

A 23-year-old tech specialist with no prior 
Wall Street experience has raised $1.5bn 
(£1.1bn) for his AI-focused hedge fund.  
Will others follow his lead?

man, the former GitHub chief are 
backing Aschenbrenner.

And the buzz, as well as the early 
success, around Aschenbrenner’s 
fund signals a major shift in the 
wider financial markets.

Situational Awareness is a pure-
play bet on AI infrastructure and 
critical components, including 
chips, data centers and power gener-
ation. Investors typically treat these 
as support sectors within broader 
categories such as tech or industri-
als. But thematic funds are now 
pushing capital to a small number of 
managers who have articulated 
clear paths forward.

Other AI-focused hedge funds, 
such as Value Aligned Research 
Advisors and Point72 Asset Manage-
ment, have also amassed billions in 
contributions, reflecting growing 
demand for AI bets despite market 
volatility and overlapping positions 
in AI-adjacent companies. Such 
funds may help to write the next 
chapter of AI investing. But investor 
sentiment can sour quickly. Extreme 
thematic booms often end with 
sharp corrections. Consider the dot-
com stocks in the late 1990s or 
renewable energy in the early 2010s.

The Deepseek selloff earlier this 
year highlights the risks of over
concentration. The unstoppable 
momentum fuelled by a few 
high-flying stocks can quickly give 
way to a glaring vulnerability if 
those stocks fail.

But Aschenbrenner proves that 
experience isn’t everything in 
today’s investment market. An 
unconventional founder with no 
prior Wall Street background, his 
deep domain expertise has proved 
compelling for investors. What 
might once have been seen as a lia-
bility among investors could now 
become a critical edge for new fund 
managers in the AI space.

Behind the scenes, a shift in capi-
tal flows is amplifying the AI boom. 
As traditional banks retreat from 
financing certain types of projects, 
private credit funds have rushed in 
to fill the gap.

Private loans to the technology 
sector increased by $100bn (£74bn) 
over the past 12 months, reaching a 
total of $450bn (£334bn). Much of 

that has been directed toward the 
data centre build-outs of Meta, 
Amazon and OpenAI.

Non-bank financing is bouying 
Silicon Valley’s commitment to AI, 
but relying on it creates plenty of 
risks. Analysts say the boom is driv-
en by opaque and untested borrow-
ing, making the sector more fragile 
and harder to regulate.

The willingness of investors to  
prioritise vision over track record 
can accelerate growth, but it can 
also amplify risk.

OpenAI’s Sam Altman has 
described AI as both a “bubble” and 
“the most important thing to hap-
pen in a very long time”. Investors, 
he argues, are “chasing a kernel of 
truth” but pushing valuations into 
“insane” territory.

Economists have spotted some 
worrying signs, too. Aross the sec-
tor, price-to-earnings ratios are 
stretched to levels reminiscent of 
the late-1990s, when enthusiasm for 
internet-based companies led to a 
stock market crash. JP Morgan esti-
mates that spending on data centres 
now contributes to a disproportion-
ately high share of US GDP growth – 
about 10 to 20 basis points. Still, 
Altman insists that trillions will be 
spent on data infrastructure “in the 

Everyone is now talking 
about AI but few have the 
faintest glimmer of what is 
about to hit them

Sam Birchall

F U N D I N G

NON-STOP FUNDING 

Projected worldwide spending on AI data centres, IT equipment and power from 2025-30, by scenario

Accelerated demand for AI

Continued momentum

Constrained momentum

McKinsey, 2025

£5.9tn

£3.9tn

£2.8tn
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